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ABSTRACT

SAXO+ is a planned enhancement of the existing SAXO, the VLT/ SPHERE adaptive optics system, deployed 
on ESO’s Very Large Telescope. This upgrade is designed to significantly enhance the instrument’s capacity to 
detect and analyze young Jupiter-like planets. The pivotal addition in SAXO+ is a second-stage adaptive optics 
system featuring a dedicated near-infrared pyramid wavefront sensor and a second deformable mirror. This 
secondary stage is strategically integrated to address any residual wavefront errors persisting after the initial 
correction performed by the current primary AO loop, SAXO. However, several recent studies clearly showed that 
in good conditions, even in the current system SAXO, non-common path aberrations (NCPAs) are the limiting 
factor of the final normalized i ntensity i n f ocal p lane, which i s t he final metric fo r gr ound-based high-contrast 
instruments. This is likely to be even more so the case with the new AO system, with which the AO residuals will 
be minimized. Several techniques have already been extensively tested on SPHERE in internal source and/or 
on-sky and will be presented in this paper. However, the use of a new type of sensor for the second stage, a 
pyramid wavefront sensor, will likely complicate the correction of these aberrations. Using an end-to-end AO 
simulation tool, we conducted simulations to gauge the effect of measured SPHERE NCPAs in the coronagraphic 
image on the second loop system and their correction using focal plane wavefront sensing systems. We finally 
analyzed how the chosen position of SAXO+ in the beam will impact the evolution of the NCPAs in the new 
instrument.
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1. INTRODUCTION: THE SAXO+ INSTRUMENT

The primary objective of direct imaging is to capture images of circumstellar environments, including exoplanets,
debris disks, and protoplanetary disks. High contrast imaging technique allows precise determination of the
position of objects around stars and measures the light they reflect or emit. For exoplanets, direct imaging
facilitates the determination of orbital parameters and the physicochemical properties of their atmospheres.

However, this method is challenging due to the vast difference in luminosity (ranging from 10−4 to 10−10) and
the small angular separations (ranging from a few hundredths of an arcsecond to a few arcseconds for the nearest
stars) between a planet and its host star. Consequently, fewer than 1% of the approximately 5,000 exoplanets
discovered to date have been directly imaged. The last generation of high contrast instruments (SPHERE,1 GPI,2

SCEXAO3 and MagAO-x4) have been used to detect planetary mass companion around close-by stars. These
instrument combine extreme adaptive optics (AO) systems, coronagraphic devices, and sophisticated dedicated
calibration and post-processing methods, to remove starlight and detect circumstellar objects down to a few
resolutions elements.

As part of SPHERE’s guaranteed time observations, the SpHere INfrared survey of Exoplanets (SHINE)
observed around 600 stars. Initial SHINE analysis of the first 150 targets indicates that giant planets are
rare beyond 10 AU.5 Conversely, radial velocity surveys suggest that most planets are located within 3 to
10 AU.6 However, the current capabilities of SPHERE7 in this separation range are still insufficient to image
planets identified through other techniques such as astrometry, radial velocity or microlensing. Therefore, further
enhancements in contrast at short angular separations are essential to provide a comprehensive understanding
of planet distribution across all separations. Another limitation of SPHERE is the maximum magnitude allowed
by SAXO, SPHERE’s AO system.8 The current limit is an G magnitude of 14, with moderate Strehl Ratio
(SR), which prevents the detection of fainter and redder targets, host of planet-forming disks observed in the
submillimeter.
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Figure 1. SAXO+ outline. In blue: current SAXO system. In red: second loop of SAXO+. In green: NCPA correction
(adapted from Goulas et al. 20229).

To circumvent these limitations, an upgrade of SAXO has been proposed: SAXO+.10 The main upgrade
is the addition of a second AO stage. SAXO+ is also necessary as an on-sky technological demonstrator for
the Planetary Camera and Spectrograph (PCS) roadmap for the Extremely Large Telescope.11 To detect light
reflected by planets, potentially as small as Super Earths, PCS will require an efficient extreme AO system.
Currently, achieving contrast as low as 10−9 at 0.1 arcsecond with PCS will require the development of a
complex two-stage AO instrument.

Figure 1 shows the outline of SAXO+. SAXO is shown in blue box, with a Shack–Hartmann (SH) Wavefront
Sensor (WFS) in visible light and a loop around 1KHz. In the red box is shown the proposed second loop using
a Pyramid WFS (PyWFS). To gain contrast at short separations around bright stars, the 2nd stage will run
faster, with a typical range of 2 to 3 kHz. The exact frequencies of the 2 loops, depending on the star brightness
and observing conditions, are currently optimized using simulations.

Non Common Path Aberrations (NCPA), aberrations introduced between the sensing and the science chan-
nels, degrade the performance of all AO systems. By creating quasi-static speckles, in the science focal plane,
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they are the limiting factor of the performance of high contrast imagers in good atmospheric conditions. This is
likely to be even more so the case with SAXO+, with which the AO residuals will be minimized.

NCPA compensation is a standard procedure for all AO systems. It usually involves introducing an offset
in the wavefront sensor (WFS) signals, specifically in the SH slope reference measurements, to counteract the
aberrations. This method is highly effective when the WFS measurements remain linear within the range of
the NCPA amplitude (like for SH WFS). However, for a Pyramid WFS, this linear range is quite restricted and
even if the NCPA are perfectly estimated, the accuracy of a given offset of the normalized pixels on PyWFS
detector (referred to as PyWFS response hereafter) to correct for them decrease with increasing NCPA levels,
and therefore part of the NCPAs are not corrected (or in extreme cases it can even degrade the correction). The
estimation of the optical gains of the NCPA modes can be used to extend this range.12–15

In the next section, we address the problem of estimation of NCPA with coronagraphic instruments and
the recent successful measurement obtained of the last 5 years with SPHERE. These methods have allowed
us to precisely constrain and characterize the SPHERE NCPA and their evolution, and we will present these
characteristic in Section 3. Finally, in Section 4, we will present preliminary results of the correction of realistic
NCPA aberrations in simulation.

2. FOCAL PLANE WAVEFRONT SENSING ON SPHERE

Wavefront aberration estimation of NCPA down to the final focal plane is a complicated problem. The fact that
we cannot use a specific channel to measure the aberrations (if one doesn’t want to add more NCPAs) most
classical WFS techniques (SH, pyramid WFS) cannot be used. These methods are classically addressed using a
range of techniques using directly the final science detector (i.e. IRDIS in this case) to measure NCPAs, often
using so-called phase-diversity methods,16 which do not require additional hardware.
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Figure 2. Upstream and downstream NCPAs. Top: Schematic of a coronagraph showing the upstream NCPAs
(green, introduced between the WFS channel beam splitter and the focal plane mask) and the downstream NCPAs (purple,
introduced between the focal plane mask and the detector). Bottom: contrast curves of simulated IRDIS instrument to
show impact of NCPAs (assuming perfect residuals phase after the beam splitter). Left: impact of increasing upstream
NCPAs level with constant downstream NCPAs. Right: impact of increasing downstream NCPAs with constant upstream
NCPAs. These simulations were performed using the Asterix coronagraphic simulation package.17

The problem is even more complicated for coronagraphic instruments, as different types of NCPA are en-
countered: upstream of the coronagraphic mask or downstream of the coronagraphic mask. Figure 2 shows the
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position of these NCPAs in the system (top) and simulations revealing their relative impacts on the final con-
trast in the focal plane (bottom). These clearly show that upstream NCPAs are quickly degrading performance,
while downstream NCPAs impact on contrast is often negligible (for ground-based instruments). This means
that a naive approach by removing the coronagraph and measure the full NCPAs using IRDIS will not provide
acceptable results, as such a method would estimate the sum of upstream and downstream NCPAs and will not
minimize the amount of NCPAs seen by the coronagraphic mask.

Several methods have been proposed to estimate NCPAs in coronagraphic instruments (see reviews18,19),
either in the coronagraphic mask FP (only upstream NCPAs are measured and corrected and downstream
NCPAs are ignored) or directly in the coronagraphic image (upstream and downstream NCPAs are separately
measured and corrected using their relative impact on the final image). Some of these techniques have already
been extensively tested on SPHERE in internal source or on-sky and will be presented in the following sections.
As SAXO+ is a technological demonstration for PCS, the goal is to try to test and compare most or all of these
techniques in the context of a 2 loop systems with a pyramid.

2.1 Initial phase diversity algorithm

Initial calibration of NCPA on SPHERE were performed using an optimized phase diversity algorithm described
in Sauvage et al. (2011),20 which was integrated in ESO initial calibration of the instrument. The principle
was to first introduce a phase diversity with SAXO DM to measure all aberrations (upstream and downstream)
using IRDIS. Then, a second phase diversity estimation of the downstream aberrations only was performed. This
measurement used a calibration source positioned at the coronagraphic mask focal plane, and the defocus was
produced by moving the source along the optical axis and uses IRDIS images, the upstream aberrations were
then deduced by subtraction of those measurements.

This method is still to this date the baseline for SPHERE estimation of NCPA. In the 2014 final performance
paper of SAXO,8 it is indicated that after compensation of NCPA with this method, “measured SR is larger
than 99 % in H band, which means less than 20 nm RMS of residuals and less than 5 nm on the 50 first modes.”

In addition to the complexity of this method, its main default is that classical phase diversity can only
evaluate properly low order aberrations: the dynamic range necessary to image faint speckles created by high-
order aberrations without saturating the PSF at the center exceed the one possible by IRDIS. Even before the
commissioning, another method of coronagraphic phase diversity was proposed.

2.2 Coronagraphic phase diversityA&A 572, A32 (2014)

The solution of this problem can be written as

ucorr = Tφ̂u, (5)

with T the generalized inverse of matrix F.
Using the calibrated Shack-Hartmann wavefront interaction

matrix D, we can compute the corresponding set of slopes scorr =
Ducorr. Thus, the simplest way to compensate for the aberration
φu upstream of the coronagraph would consist in introducing the
estimated aberration φ̂u with SAXO by modifying the references
slopes sref of the wavefront sensor,

scomp = sref − gscorr, (6)

where g is the PCL gain and scomp are SAXO’s updated refer-
ences slopes.

We then denote by C the SAXO matrix that controls the
HODM by computing, from the slopes scomp, the correspond-
ing set of voltages ucomp = Cscomp. The conventional way to
obtain this matrix is to compute it as the generalized inverse
of D. Various modal bases can be used to control the HODM.
The simplest one corresponds to the eigen modes of the sys-
tem, computed from D’s inversion. SAXO’s robustness can be
improved by truncating the control basis, which is convention-
ally performed by filtering out the modes that correspond to low
eigenvalues from the basis. However, Petit et al. (2008) demon-
strate that because of the large number of HODM actuators,
some of these low eigenvalues correspond, in the case of SAXO,
to high-energy modes whose truncation from the control basis
would lead to a significant performance decrease.

Thus, Petit et al. (2008) have determined that an optimized
control of the HODM can be performed with a Karhunen-Loeve
(KL) control basis computed on the space defined by the HODM
influence functions. The 1377 KL modes of this basis, naturally
ordered according to the propagated turbulent energy, allow a
proper control basis truncation. In SAXO’s case, a robust and ef-
ficient control of the HODM can be achieved using a 999 modes
control basis. It is worth mentioning that such a basis takes the
HODM actuators into account that cannot be controlled by the
loop, either because they will be located under the telescope
obscuration or because the are optically or electronically dead.
Thus, to accurately introduce the aberration φ̂u on SPHERE us-
ing SAXO, it is necessary to modify Eq. (6), where the slopes
scorr are computed considering that the 1377 HODM actuators
are controlled. To accurately introduce φ̂u using SAXO, it is in-
deed necessary to compute the corresponding slopes sKL

corr that
modify only the 999 KL modes controlled by the loop. The
available matrices used by SAXO allow us to compute the ma-
trix M that describes the slopes scorr as a set of 999 KL modes
mcorr = Mscorr and N its generalized inverse. Thus, NM is the
projection that allows computing the slopes sKL

corr = NMscorr
which are then used to modify Eq. (6):

scomp = sref − gsKL
corr

= sref − gNMDTφ̂u.
(7)

The PCL compensation process on SAXO described above can
thus be described as follows. At iteration j, SAXO is closed on
a set of reference slopes s j

ref:

1. acquisition of the focused ifoc
c and diverse idiv

c images with
IRDIS;

2. estimation of the aberration φ̂
j
u upstream of the coronagraph

using these images with COFFEE;
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Fig. 4. Aberration compensation with COFFEE: PCL on SPHERE (g =
0.5). Top: coronagraphic images recorded from IRDIS before compen-
sation (left) and after 5 PCL iterations (right. log. scale, same dynamic
for both images). Bottom: averaged raw contrast profiles computed from
the experimental images before (dashed red line) and after (dashed blue
line) compensation. For comparison, raw contrast profiles computed
from a complete simulation of SAXO before (solid red line) and after
compensation (solid blue line) are plotted.

3. computation of the corresponding reference slopes correc-
tion: δsKL

corr = NMDTφ̂
j
u;

4. modification of SAXO’s reference slopes whose computa-
tion is given by Eq. (7).

Thus, the aberrations φ j+1
u upstream of the coronagraph at the

iteration j + 1 of the PCL, computed from COFFEE’s estimated
aberration φ̂

j
u, can be written as

φ j+1
u = φ j

u − gFCNMDTφ̂
j
u. (8)

4.2. Contrast optimization on SPHERE

Figure 4 shows the result of the PCL process on SPHERE.
The average computation time (Step 2) on a standard PC is
∆t = 9.7 min for one iteration, allowing us to compensate for
SPHERE quasi-static aberrations. Indeed, the SPHERE quasi-
static WFE has been found to increase at a rate of ∆WFE =
0.07 nm rms in H-band per minute (Martinez et al. 2013), which
results in an estimation error of ∆t×∆WFE = 0.7 nm rms, which
can be neglected.

In the image recorded by IRDIS after five PCL iterations
(Fig. 4, top), the aberration compensation has obviously re-
moved speckles in most of the detector plane area controlled
by SAXO. The corresponding contrast gain is illustrated by the
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improved by truncating the control basis, which is convention-
ally performed by filtering out the modes that correspond to low
eigenvalues from the basis. However, Petit et al. (2008) demon-
strate that because of the large number of HODM actuators,
some of these low eigenvalues correspond, in the case of SAXO,
to high-energy modes whose truncation from the control basis
would lead to a significant performance decrease.

Thus, Petit et al. (2008) have determined that an optimized
control of the HODM can be performed with a Karhunen-Loeve
(KL) control basis computed on the space defined by the HODM
influence functions. The 1377 KL modes of this basis, naturally
ordered according to the propagated turbulent energy, allow a
proper control basis truncation. In SAXO’s case, a robust and ef-
ficient control of the HODM can be achieved using a 999 modes
control basis. It is worth mentioning that such a basis takes the
HODM actuators into account that cannot be controlled by the
loop, either because they will be located under the telescope
obscuration or because the are optically or electronically dead.
Thus, to accurately introduce the aberration φ̂u on SPHERE us-
ing SAXO, it is necessary to modify Eq. (6), where the slopes
scorr are computed considering that the 1377 HODM actuators
are controlled. To accurately introduce φ̂u using SAXO, it is in-
deed necessary to compute the corresponding slopes sKL

corr that
modify only the 999 KL modes controlled by the loop. The
available matrices used by SAXO allow us to compute the ma-
trix M that describes the slopes scorr as a set of 999 KL modes
mcorr = Mscorr and N its generalized inverse. Thus, NM is the
projection that allows computing the slopes sKL

corr = NMscorr
which are then used to modify Eq. (6):

scomp = sref − gsKL
corr

= sref − gNMDTφ̂u.
(7)

The PCL compensation process on SAXO described above can
thus be described as follows. At iteration j, SAXO is closed on
a set of reference slopes s j

ref:

1. acquisition of the focused ifoc
c and diverse idiv

c images with
IRDIS;

2. estimation of the aberration φ̂
j
u upstream of the coronagraph

using these images with COFFEE;
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Fig. 4. Aberration compensation with COFFEE: PCL on SPHERE (g =
0.5). Top: coronagraphic images recorded from IRDIS before compen-
sation (left) and after 5 PCL iterations (right. log. scale, same dynamic
for both images). Bottom: averaged raw contrast profiles computed from
the experimental images before (dashed red line) and after (dashed blue
line) compensation. For comparison, raw contrast profiles computed
from a complete simulation of SAXO before (solid red line) and after
compensation (solid blue line) are plotted.

3. computation of the corresponding reference slopes correc-
tion: δsKL

corr = NMDTφ̂
j
u;

4. modification of SAXO’s reference slopes whose computa-
tion is given by Eq. (7).

Thus, the aberrations φ j+1
u upstream of the coronagraph at the

iteration j + 1 of the PCL, computed from COFFEE’s estimated
aberration φ̂

j
u, can be written as

φ j+1
u = φ j

u − gFCNMDTφ̂
j
u. (8)

4.2. Contrast optimization on SPHERE

Figure 4 shows the result of the PCL process on SPHERE.
The average computation time (Step 2) on a standard PC is
∆t = 9.7 min for one iteration, allowing us to compensate for
SPHERE quasi-static aberrations. Indeed, the SPHERE quasi-
static WFE has been found to increase at a rate of ∆WFE =
0.07 nm rms in H-band per minute (Martinez et al. 2013), which
results in an estimation error of ∆t×∆WFE = 0.7 nm rms, which
can be neglected.

In the image recorded by IRDIS after five PCL iterations
(Fig. 4, top), the aberration compensation has obviously re-
moved speckles in most of the detector plane area controlled
by SAXO. The corresponding contrast gain is illustrated by the
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The solution of this problem can be written as

ucorr = Tφ̂u, (5)

with T the generalized inverse of matrix F.
Using the calibrated Shack-Hartmann wavefront interaction

matrix D, we can compute the corresponding set of slopes scorr =
Ducorr. Thus, the simplest way to compensate for the aberration
φu upstream of the coronagraph would consist in introducing the
estimated aberration φ̂u with SAXO by modifying the references
slopes sref of the wavefront sensor,

scomp = sref − gscorr, (6)

where g is the PCL gain and scomp are SAXO’s updated refer-
ences slopes.

We then denote by C the SAXO matrix that controls the
HODM by computing, from the slopes scomp, the correspond-
ing set of voltages ucomp = Cscomp. The conventional way to
obtain this matrix is to compute it as the generalized inverse
of D. Various modal bases can be used to control the HODM.
The simplest one corresponds to the eigen modes of the sys-
tem, computed from D’s inversion. SAXO’s robustness can be
improved by truncating the control basis, which is convention-
ally performed by filtering out the modes that correspond to low
eigenvalues from the basis. However, Petit et al. (2008) demon-
strate that because of the large number of HODM actuators,
some of these low eigenvalues correspond, in the case of SAXO,
to high-energy modes whose truncation from the control basis
would lead to a significant performance decrease.

Thus, Petit et al. (2008) have determined that an optimized
control of the HODM can be performed with a Karhunen-Loeve
(KL) control basis computed on the space defined by the HODM
influence functions. The 1377 KL modes of this basis, naturally
ordered according to the propagated turbulent energy, allow a
proper control basis truncation. In SAXO’s case, a robust and ef-
ficient control of the HODM can be achieved using a 999 modes
control basis. It is worth mentioning that such a basis takes the
HODM actuators into account that cannot be controlled by the
loop, either because they will be located under the telescope
obscuration or because the are optically or electronically dead.
Thus, to accurately introduce the aberration φ̂u on SPHERE us-
ing SAXO, it is necessary to modify Eq. (6), where the slopes
scorr are computed considering that the 1377 HODM actuators
are controlled. To accurately introduce φ̂u using SAXO, it is in-
deed necessary to compute the corresponding slopes sKL

corr that
modify only the 999 KL modes controlled by the loop. The
available matrices used by SAXO allow us to compute the ma-
trix M that describes the slopes scorr as a set of 999 KL modes
mcorr = Mscorr and N its generalized inverse. Thus, NM is the
projection that allows computing the slopes sKL

corr = NMscorr
which are then used to modify Eq. (6):

scomp = sref − gsKL
corr

= sref − gNMDTφ̂u.
(7)

The PCL compensation process on SAXO described above can
thus be described as follows. At iteration j, SAXO is closed on
a set of reference slopes s j
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2. estimation of the aberration φ̂
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u upstream of the coronagraph

using these images with COFFEE;

0 5 10 15 20 25 30
l/D

10−6

10−5

10−4

10−3

Ra
w 

co
ntr

as
t

SIMULATION : before compensation
SIMULATION : after compensation

SPHERE : before compensation
SPHERE : after compensation

Fig. 4. Aberration compensation with COFFEE: PCL on SPHERE (g =
0.5). Top: coronagraphic images recorded from IRDIS before compen-
sation (left) and after 5 PCL iterations (right. log. scale, same dynamic
for both images). Bottom: averaged raw contrast profiles computed from
the experimental images before (dashed red line) and after (dashed blue
line) compensation. For comparison, raw contrast profiles computed
from a complete simulation of SAXO before (solid red line) and after
compensation (solid blue line) are plotted.

3. computation of the corresponding reference slopes correc-
tion: δsKL

corr = NMDTφ̂
j
u;

4. modification of SAXO’s reference slopes whose computa-
tion is given by Eq. (7).

Thus, the aberrations φ j+1
u upstream of the coronagraph at the

iteration j + 1 of the PCL, computed from COFFEE’s estimated
aberration φ̂

j
u, can be written as

φ j+1
u = φ j

u − gFCNMDTφ̂
j
u. (8)

4.2. Contrast optimization on SPHERE

Figure 4 shows the result of the PCL process on SPHERE.
The average computation time (Step 2) on a standard PC is
∆t = 9.7 min for one iteration, allowing us to compensate for
SPHERE quasi-static aberrations. Indeed, the SPHERE quasi-
static WFE has been found to increase at a rate of ∆WFE =
0.07 nm rms in H-band per minute (Martinez et al. 2013), which
results in an estimation error of ∆t×∆WFE = 0.7 nm rms, which
can be neglected.

In the image recorded by IRDIS after five PCL iterations
(Fig. 4, top), the aberration compensation has obviously re-
moved speckles in most of the detector plane area controlled
by SAXO. The corresponding contrast gain is illustrated by the
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The solution of this problem can be written as

ucorr = Tφ̂u, (5)

with T the generalized inverse of matrix F.
Using the calibrated Shack-Hartmann wavefront interaction

matrix D, we can compute the corresponding set of slopes scorr =
Ducorr. Thus, the simplest way to compensate for the aberration
φu upstream of the coronagraph would consist in introducing the
estimated aberration φ̂u with SAXO by modifying the references
slopes sref of the wavefront sensor,

scomp = sref − gscorr, (6)

where g is the PCL gain and scomp are SAXO’s updated refer-
ences slopes.

We then denote by C the SAXO matrix that controls the
HODM by computing, from the slopes scomp, the correspond-
ing set of voltages ucomp = Cscomp. The conventional way to
obtain this matrix is to compute it as the generalized inverse
of D. Various modal bases can be used to control the HODM.
The simplest one corresponds to the eigen modes of the sys-
tem, computed from D’s inversion. SAXO’s robustness can be
improved by truncating the control basis, which is convention-
ally performed by filtering out the modes that correspond to low
eigenvalues from the basis. However, Petit et al. (2008) demon-
strate that because of the large number of HODM actuators,
some of these low eigenvalues correspond, in the case of SAXO,
to high-energy modes whose truncation from the control basis
would lead to a significant performance decrease.

Thus, Petit et al. (2008) have determined that an optimized
control of the HODM can be performed with a Karhunen-Loeve
(KL) control basis computed on the space defined by the HODM
influence functions. The 1377 KL modes of this basis, naturally
ordered according to the propagated turbulent energy, allow a
proper control basis truncation. In SAXO’s case, a robust and ef-
ficient control of the HODM can be achieved using a 999 modes
control basis. It is worth mentioning that such a basis takes the
HODM actuators into account that cannot be controlled by the
loop, either because they will be located under the telescope
obscuration or because the are optically or electronically dead.
Thus, to accurately introduce the aberration φ̂u on SPHERE us-
ing SAXO, it is necessary to modify Eq. (6), where the slopes
scorr are computed considering that the 1377 HODM actuators
are controlled. To accurately introduce φ̂u using SAXO, it is in-
deed necessary to compute the corresponding slopes sKL

corr that
modify only the 999 KL modes controlled by the loop. The
available matrices used by SAXO allow us to compute the ma-
trix M that describes the slopes scorr as a set of 999 KL modes
mcorr = Mscorr and N its generalized inverse. Thus, NM is the
projection that allows computing the slopes sKL

corr = NMscorr
which are then used to modify Eq. (6):

scomp = sref − gsKL
corr

= sref − gNMDTφ̂u.
(7)

The PCL compensation process on SAXO described above can
thus be described as follows. At iteration j, SAXO is closed on
a set of reference slopes s j

ref:

1. acquisition of the focused ifoc
c and diverse idiv

c images with
IRDIS;

2. estimation of the aberration φ̂
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u upstream of the coronagraph

using these images with COFFEE;
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Fig. 4. Aberration compensation with COFFEE: PCL on SPHERE (g =
0.5). Top: coronagraphic images recorded from IRDIS before compen-
sation (left) and after 5 PCL iterations (right. log. scale, same dynamic
for both images). Bottom: averaged raw contrast profiles computed from
the experimental images before (dashed red line) and after (dashed blue
line) compensation. For comparison, raw contrast profiles computed
from a complete simulation of SAXO before (solid red line) and after
compensation (solid blue line) are plotted.

3. computation of the corresponding reference slopes correc-
tion: δsKL

corr = NMDTφ̂
j
u;

4. modification of SAXO’s reference slopes whose computa-
tion is given by Eq. (7).

Thus, the aberrations φ j+1
u upstream of the coronagraph at the

iteration j + 1 of the PCL, computed from COFFEE’s estimated
aberration φ̂

j
u, can be written as

φ j+1
u = φ j

u − gFCNMDTφ̂
j
u. (8)

4.2. Contrast optimization on SPHERE

Figure 4 shows the result of the PCL process on SPHERE.
The average computation time (Step 2) on a standard PC is
∆t = 9.7 min for one iteration, allowing us to compensate for
SPHERE quasi-static aberrations. Indeed, the SPHERE quasi-
static WFE has been found to increase at a rate of ∆WFE =
0.07 nm rms in H-band per minute (Martinez et al. 2013), which
results in an estimation error of ∆t×∆WFE = 0.7 nm rms, which
can be neglected.

In the image recorded by IRDIS after five PCL iterations
(Fig. 4, top), the aberration compensation has obviously re-
moved speckles in most of the detector plane area controlled
by SAXO. The corresponding contrast gain is illustrated by the
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ucorr = Tφ̂u, (5)

with T the generalized inverse of matrix F.
Using the calibrated Shack-Hartmann wavefront interaction

matrix D, we can compute the corresponding set of slopes scorr =
Ducorr. Thus, the simplest way to compensate for the aberration
φu upstream of the coronagraph would consist in introducing the
estimated aberration φ̂u with SAXO by modifying the references
slopes sref of the wavefront sensor,

scomp = sref − gscorr, (6)

where g is the PCL gain and scomp are SAXO’s updated refer-
ences slopes.

We then denote by C the SAXO matrix that controls the
HODM by computing, from the slopes scomp, the correspond-
ing set of voltages ucomp = Cscomp. The conventional way to
obtain this matrix is to compute it as the generalized inverse
of D. Various modal bases can be used to control the HODM.
The simplest one corresponds to the eigen modes of the sys-
tem, computed from D’s inversion. SAXO’s robustness can be
improved by truncating the control basis, which is convention-
ally performed by filtering out the modes that correspond to low
eigenvalues from the basis. However, Petit et al. (2008) demon-
strate that because of the large number of HODM actuators,
some of these low eigenvalues correspond, in the case of SAXO,
to high-energy modes whose truncation from the control basis
would lead to a significant performance decrease.

Thus, Petit et al. (2008) have determined that an optimized
control of the HODM can be performed with a Karhunen-Loeve
(KL) control basis computed on the space defined by the HODM
influence functions. The 1377 KL modes of this basis, naturally
ordered according to the propagated turbulent energy, allow a
proper control basis truncation. In SAXO’s case, a robust and ef-
ficient control of the HODM can be achieved using a 999 modes
control basis. It is worth mentioning that such a basis takes the
HODM actuators into account that cannot be controlled by the
loop, either because they will be located under the telescope
obscuration or because the are optically or electronically dead.
Thus, to accurately introduce the aberration φ̂u on SPHERE us-
ing SAXO, it is necessary to modify Eq. (6), where the slopes
scorr are computed considering that the 1377 HODM actuators
are controlled. To accurately introduce φ̂u using SAXO, it is in-
deed necessary to compute the corresponding slopes sKL

corr that
modify only the 999 KL modes controlled by the loop. The
available matrices used by SAXO allow us to compute the ma-
trix M that describes the slopes scorr as a set of 999 KL modes
mcorr = Mscorr and N its generalized inverse. Thus, NM is the
projection that allows computing the slopes sKL

corr = NMscorr
which are then used to modify Eq. (6):

scomp = sref − gsKL
corr

= sref − gNMDTφ̂u.
(7)

The PCL compensation process on SAXO described above can
thus be described as follows. At iteration j, SAXO is closed on
a set of reference slopes s j
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Fig. 4. Aberration compensation with COFFEE: PCL on SPHERE (g =
0.5). Top: coronagraphic images recorded from IRDIS before compen-
sation (left) and after 5 PCL iterations (right. log. scale, same dynamic
for both images). Bottom: averaged raw contrast profiles computed from
the experimental images before (dashed red line) and after (dashed blue
line) compensation. For comparison, raw contrast profiles computed
from a complete simulation of SAXO before (solid red line) and after
compensation (solid blue line) are plotted.

3. computation of the corresponding reference slopes correc-
tion: δsKL

corr = NMDTφ̂
j
u;

4. modification of SAXO’s reference slopes whose computa-
tion is given by Eq. (7).

Thus, the aberrations φ j+1
u upstream of the coronagraph at the

iteration j + 1 of the PCL, computed from COFFEE’s estimated
aberration φ̂

j
u, can be written as

φ j+1
u = φ j

u − gFCNMDTφ̂
j
u. (8)

4.2. Contrast optimization on SPHERE

Figure 4 shows the result of the PCL process on SPHERE.
The average computation time (Step 2) on a standard PC is
∆t = 9.7 min for one iteration, allowing us to compensate for
SPHERE quasi-static aberrations. Indeed, the SPHERE quasi-
static WFE has been found to increase at a rate of ∆WFE =
0.07 nm rms in H-band per minute (Martinez et al. 2013), which
results in an estimation error of ∆t×∆WFE = 0.7 nm rms, which
can be neglected.

In the image recorded by IRDIS after five PCL iterations
(Fig. 4, top), the aberration compensation has obviously re-
moved speckles in most of the detector plane area controlled
by SAXO. The corresponding contrast gain is illustrated by the
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Fig. 9. Illustration of the correction of the SPHERE NCPA using
ZELDA measurements with IRDIS. The top row shows the OPD maps
measured with ZELDA before (left) and after (right) the correction, pre-
sented at the same color scale. The middle row shows the same maps
filtered in Fourier space using a Hann window of size 25 �/D (see text).
Low spatial frequency aberrations are clearly visible on the left, while
they have disappeared after the correction, except for a small amount
of residual tip-tilt (see text). The bottom row shows the equivalent focal
plane coronagraphic images before (left) and after (right) the compen-
sation of the NCPA, measured at 1593 nm (IRDIS H2 filter) and pre-
sented at the same color scale. The gain is obvious close to the center,
but also noticeable farther out where the intensity of the speckles in the
corrected area has decreased significantly.

show that the NCPA of the system apparently has indeed been
corrected. A slight residual tip-tilt in the OPD map after correc-
tion remains, particularly visible in the Hann-filtered version of
the OPD map. This is not the result of an imperfect measure, but
simply arises because the tip-tilt is controlled in close-loop mode
by the DTTS (see Sect. 3.1.2), for which the reference slopes are
changed manually at the beginning of the test to center the PSF
on the ZELDA mask. The optimal approach would be to correct
the high orders by modifying the reference slopes of the SH WFS
and to correct the tip-tilt by modifying the reference slopes of the
DTTS. We were unable to investigate this approach for the tests
presented here, but it will represent a necessary improvement in
future tests.

To verify the quality of the NCPA compensation, we ac-
quired coronagraphic images with IRDIS at 1593 nm (H2 fil-
ter, see, e.g., Vigan et al. 2010), using the Apodized Pupil Lyot
Coronagraph (APLC; Soummer 2005) optimized for the H band.
Two data sets were acquired: one using the default reference

Fig. 10. Normalized azimuthal standard deviation profiles before (plain
line) and after (dashed line) correction of the NCPA using ZELDA, as
a function of angular separation. The contrast gain is plotted in the bot-
tom panel. The dotted line corresponds to the edge of the coronagraphic
mask (90 mas). The measurements correspond to the coronagraphic im-
ages presented in Fig. 9. They are compared to the theoretical perfor-
mance of the SPHERE APLC (red, dash-dotted line).

slopes of the WFS (before correction), and one using the refer-
ence slopes updated using the ZELDA measurement (after cor-
rection). For each data set, we acquired a 2 min coronagraphic
image and 2 min reference PSF image where the PSF was moved
out of the coronagraphic mask. A neutral density filter was used
to acquire the reference PSF without saturating the peak. Cor-
responding instrumental backgrounds were also acquired. The
resulting coronagraphic images are showed in the bottom row
of Fig. 9. The visual di↵erence between the two images is strik-
ing inside the AO-corrected area. The image before correction is
dominated by speckles close to the axis, up to 7�8 �/D. It also
shows a strong horizontal and vertical pattern of speckles that
extend from the edge of the corrected region down to ⇠10 �/D.
After the NCPA correction, the whole AO-corrected region ap-
pears much cleaner: the speckles close to the axis have almost
disappeared to reveal a very regular annulus at the edge of the
coronagraphic mask, similar to what is expected from the theo-
retical design of the SPHERE APLC (Guerri et al. 2011). In the
4�8 �/D range, the static speckles are also strongly attenuated.
In the remaining AO-corrected region, the speckles are also at-
tenuated, which is particularly visible along the horizontal and
vertical directions, where a strong static pattern of speckles was
previously visible.

To quantitatively assess the performance gain after NCPA
compensation, we plot in Fig. 10 the azimuthal standard devi-
ation of the coronagraphic images as a function of separation,
normalized to the peak flux of the reference o↵-axis PSF. The
bottom panel of the figure shows the gain in contrast between
the two curves. Within 2�16 �/D, there is a gain in contrast of
a factor more than 2, with even a peak at more than 10 around
5 �/D. This agrees very well with estimates from Paper I, where
we estimated a possible gain over a factor of 10, and it is a
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Figure 3. Coronagraphic phase diversity NCPA correction on SPHERE internal source during integration
in Grenoble, France, before the shipping to Paranal. From left to right: before compensation, after compensation, and
contrast curves comparison (azimuthal mean profiles of the image normalized to the off-axis PSF). Figure adapted from
Paul et al. (2014).21

The COronagraphic Focal plane waveFront Estimation for Exoplanet detection (COFFEE, Sauvage et al.
(2012)22). COFFEE method is a coronagraphic phase diversity estimation of the aberrations both upstream and
downstream of the coronagraph using two coronagraphic focal plane images (usually a defocused images followed
by a normal image). The phase is then reconstructed using a Bayesian approach relying on a coronagraphic
imaging model. It was tested in 2014 during integration in Grenoble (France), before the shipping to Paranal,
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on internal source by Paul et al. (2014)21 with successful reduction of the NCPA as shown on Figure 3. It was
never tested on sky, but simulations and testbed validation were performed to update the model in the presence
of AO residuals.23

Its main advantages compared to the baseline method described in the previous section is that it does
not require any modification of the instrument hardware and is a much less complex procedure. Additionally,
coronagraphic phase diversity allows the estimation of aberrations of higher order than classical phase diversity.24

However, to introduce defocus on the mirror during AO correction, one has to modify the reference responses
of the WFS. But as discussed in the previous section, introducing offsets on the PyWFS reference responses is
not as straightforward as for SH WFS and there is still uncertainty if the defocus can be introduced on the DM
this way and if yes, at which precision.

2.3 Zernike Wavefront sensing

At the time of SPHERE’s commissioning in 2014, a Zernike WFS25 was installed in the SPHERE instrument,
called Zelda (which stands for Zernike sensor for Extremely Low-level Differential Aberrations). The Zernike
mask is purposefully located in the coronagraphic focal plane mask wheel of the IRDIS. To measure aberrations,
the system is set up in pupil-imaging mode to perform the phase aberration measurements. This configuration
allows Zelda to measure the upstream aberrations responsible for the contrast degradation. This technique has
been tested successfully on SPHERE internal source26 and on-sky27 (see compiled results on Figure 4). Due to
problem of loop stability currently under investigation, this Zernike WFS was never completely integrated in
SPHERE’s standard calibration process, despite showing a clear improvement in contrast performance compared
to existing SH reference slopes.
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Fig. 9. Illustration of the correction of the SPHERE NCPA using
ZELDA measurements with IRDIS. The top row shows the OPD maps
measured with ZELDA before (left) and after (right) the correction, pre-
sented at the same color scale. The middle row shows the same maps
filtered in Fourier space using a Hann window of size 25 �/D (see text).
Low spatial frequency aberrations are clearly visible on the left, while
they have disappeared after the correction, except for a small amount
of residual tip-tilt (see text). The bottom row shows the equivalent focal
plane coronagraphic images before (left) and after (right) the compen-
sation of the NCPA, measured at 1593 nm (IRDIS H2 filter) and pre-
sented at the same color scale. The gain is obvious close to the center,
but also noticeable farther out where the intensity of the speckles in the
corrected area has decreased significantly.

show that the NCPA of the system apparently has indeed been
corrected. A slight residual tip-tilt in the OPD map after correc-
tion remains, particularly visible in the Hann-filtered version of
the OPD map. This is not the result of an imperfect measure, but
simply arises because the tip-tilt is controlled in close-loop mode
by the DTTS (see Sect. 3.1.2), for which the reference slopes are
changed manually at the beginning of the test to center the PSF
on the ZELDA mask. The optimal approach would be to correct
the high orders by modifying the reference slopes of the SH WFS
and to correct the tip-tilt by modifying the reference slopes of the
DTTS. We were unable to investigate this approach for the tests
presented here, but it will represent a necessary improvement in
future tests.

To verify the quality of the NCPA compensation, we ac-
quired coronagraphic images with IRDIS at 1593 nm (H2 fil-
ter, see, e.g., Vigan et al. 2010), using the Apodized Pupil Lyot
Coronagraph (APLC; Soummer 2005) optimized for the H band.
Two data sets were acquired: one using the default reference

Fig. 10. Normalized azimuthal standard deviation profiles before (plain
line) and after (dashed line) correction of the NCPA using ZELDA, as
a function of angular separation. The contrast gain is plotted in the bot-
tom panel. The dotted line corresponds to the edge of the coronagraphic
mask (90 mas). The measurements correspond to the coronagraphic im-
ages presented in Fig. 9. They are compared to the theoretical perfor-
mance of the SPHERE APLC (red, dash-dotted line).

slopes of the WFS (before correction), and one using the refer-
ence slopes updated using the ZELDA measurement (after cor-
rection). For each data set, we acquired a 2 min coronagraphic
image and 2 min reference PSF image where the PSF was moved
out of the coronagraphic mask. A neutral density filter was used
to acquire the reference PSF without saturating the peak. Cor-
responding instrumental backgrounds were also acquired. The
resulting coronagraphic images are showed in the bottom row
of Fig. 9. The visual di↵erence between the two images is strik-
ing inside the AO-corrected area. The image before correction is
dominated by speckles close to the axis, up to 7�8 �/D. It also
shows a strong horizontal and vertical pattern of speckles that
extend from the edge of the corrected region down to ⇠10 �/D.
After the NCPA correction, the whole AO-corrected region ap-
pears much cleaner: the speckles close to the axis have almost
disappeared to reveal a very regular annulus at the edge of the
coronagraphic mask, similar to what is expected from the theo-
retical design of the SPHERE APLC (Guerri et al. 2011). In the
4�8 �/D range, the static speckles are also strongly attenuated.
In the remaining AO-corrected region, the speckles are also at-
tenuated, which is particularly visible along the horizontal and
vertical directions, where a strong static pattern of speckles was
previously visible.

To quantitatively assess the performance gain after NCPA
compensation, we plot in Fig. 10 the azimuthal standard devi-
ation of the coronagraphic images as a function of separation,
normalized to the peak flux of the reference o↵-axis PSF. The
bottom panel of the figure shows the gain in contrast between
the two curves. Within 2�16 �/D, there is a gain in contrast of
a factor more than 2, with even a peak at more than 10 around
5 �/D. This agrees very well with estimates from Paper I, where
we estimated a possible gain over a factor of 10, and it is a
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Fig. 9. Illustration of the correction of the SPHERE NCPA using
ZELDA measurements with IRDIS. The top row shows the OPD maps
measured with ZELDA before (left) and after (right) the correction, pre-
sented at the same color scale. The middle row shows the same maps
filtered in Fourier space using a Hann window of size 25 �/D (see text).
Low spatial frequency aberrations are clearly visible on the left, while
they have disappeared after the correction, except for a small amount
of residual tip-tilt (see text). The bottom row shows the equivalent focal
plane coronagraphic images before (left) and after (right) the compen-
sation of the NCPA, measured at 1593 nm (IRDIS H2 filter) and pre-
sented at the same color scale. The gain is obvious close to the center,
but also noticeable farther out where the intensity of the speckles in the
corrected area has decreased significantly.

show that the NCPA of the system apparently has indeed been
corrected. A slight residual tip-tilt in the OPD map after correc-
tion remains, particularly visible in the Hann-filtered version of
the OPD map. This is not the result of an imperfect measure, but
simply arises because the tip-tilt is controlled in close-loop mode
by the DTTS (see Sect. 3.1.2), for which the reference slopes are
changed manually at the beginning of the test to center the PSF
on the ZELDA mask. The optimal approach would be to correct
the high orders by modifying the reference slopes of the SH WFS
and to correct the tip-tilt by modifying the reference slopes of the
DTTS. We were unable to investigate this approach for the tests
presented here, but it will represent a necessary improvement in
future tests.

To verify the quality of the NCPA compensation, we ac-
quired coronagraphic images with IRDIS at 1593 nm (H2 fil-
ter, see, e.g., Vigan et al. 2010), using the Apodized Pupil Lyot
Coronagraph (APLC; Soummer 2005) optimized for the H band.
Two data sets were acquired: one using the default reference

Fig. 10. Normalized azimuthal standard deviation profiles before (plain
line) and after (dashed line) correction of the NCPA using ZELDA, as
a function of angular separation. The contrast gain is plotted in the bot-
tom panel. The dotted line corresponds to the edge of the coronagraphic
mask (90 mas). The measurements correspond to the coronagraphic im-
ages presented in Fig. 9. They are compared to the theoretical perfor-
mance of the SPHERE APLC (red, dash-dotted line).

slopes of the WFS (before correction), and one using the refer-
ence slopes updated using the ZELDA measurement (after cor-
rection). For each data set, we acquired a 2 min coronagraphic
image and 2 min reference PSF image where the PSF was moved
out of the coronagraphic mask. A neutral density filter was used
to acquire the reference PSF without saturating the peak. Cor-
responding instrumental backgrounds were also acquired. The
resulting coronagraphic images are showed in the bottom row
of Fig. 9. The visual di↵erence between the two images is strik-
ing inside the AO-corrected area. The image before correction is
dominated by speckles close to the axis, up to 7�8 �/D. It also
shows a strong horizontal and vertical pattern of speckles that
extend from the edge of the corrected region down to ⇠10 �/D.
After the NCPA correction, the whole AO-corrected region ap-
pears much cleaner: the speckles close to the axis have almost
disappeared to reveal a very regular annulus at the edge of the
coronagraphic mask, similar to what is expected from the theo-
retical design of the SPHERE APLC (Guerri et al. 2011). In the
4�8 �/D range, the static speckles are also strongly attenuated.
In the remaining AO-corrected region, the speckles are also at-
tenuated, which is particularly visible along the horizontal and
vertical directions, where a strong static pattern of speckles was
previously visible.

To quantitatively assess the performance gain after NCPA
compensation, we plot in Fig. 10 the azimuthal standard devi-
ation of the coronagraphic images as a function of separation,
normalized to the peak flux of the reference o↵-axis PSF. The
bottom panel of the figure shows the gain in contrast between
the two curves. Within 2�16 �/D, there is a gain in contrast of
a factor more than 2, with even a peak at more than 10 around
5 �/D. This agrees very well with estimates from Paper I, where
we estimated a possible gain over a factor of 10, and it is a
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ZELDA measurements with IRDIS. The top row shows the OPD maps
measured with ZELDA before (left) and after (right) the correction, pre-
sented at the same color scale. The middle row shows the same maps
filtered in Fourier space using a Hann window of size 25 �/D (see text).
Low spatial frequency aberrations are clearly visible on the left, while
they have disappeared after the correction, except for a small amount
of residual tip-tilt (see text). The bottom row shows the equivalent focal
plane coronagraphic images before (left) and after (right) the compen-
sation of the NCPA, measured at 1593 nm (IRDIS H2 filter) and pre-
sented at the same color scale. The gain is obvious close to the center,
but also noticeable farther out where the intensity of the speckles in the
corrected area has decreased significantly.

show that the NCPA of the system apparently has indeed been
corrected. A slight residual tip-tilt in the OPD map after correc-
tion remains, particularly visible in the Hann-filtered version of
the OPD map. This is not the result of an imperfect measure, but
simply arises because the tip-tilt is controlled in close-loop mode
by the DTTS (see Sect. 3.1.2), for which the reference slopes are
changed manually at the beginning of the test to center the PSF
on the ZELDA mask. The optimal approach would be to correct
the high orders by modifying the reference slopes of the SH WFS
and to correct the tip-tilt by modifying the reference slopes of the
DTTS. We were unable to investigate this approach for the tests
presented here, but it will represent a necessary improvement in
future tests.

To verify the quality of the NCPA compensation, we ac-
quired coronagraphic images with IRDIS at 1593 nm (H2 fil-
ter, see, e.g., Vigan et al. 2010), using the Apodized Pupil Lyot
Coronagraph (APLC; Soummer 2005) optimized for the H band.
Two data sets were acquired: one using the default reference

Fig. 10. Normalized azimuthal standard deviation profiles before (plain
line) and after (dashed line) correction of the NCPA using ZELDA, as
a function of angular separation. The contrast gain is plotted in the bot-
tom panel. The dotted line corresponds to the edge of the coronagraphic
mask (90 mas). The measurements correspond to the coronagraphic im-
ages presented in Fig. 9. They are compared to the theoretical perfor-
mance of the SPHERE APLC (red, dash-dotted line).

slopes of the WFS (before correction), and one using the refer-
ence slopes updated using the ZELDA measurement (after cor-
rection). For each data set, we acquired a 2 min coronagraphic
image and 2 min reference PSF image where the PSF was moved
out of the coronagraphic mask. A neutral density filter was used
to acquire the reference PSF without saturating the peak. Cor-
responding instrumental backgrounds were also acquired. The
resulting coronagraphic images are showed in the bottom row
of Fig. 9. The visual di↵erence between the two images is strik-
ing inside the AO-corrected area. The image before correction is
dominated by speckles close to the axis, up to 7�8 �/D. It also
shows a strong horizontal and vertical pattern of speckles that
extend from the edge of the corrected region down to ⇠10 �/D.
After the NCPA correction, the whole AO-corrected region ap-
pears much cleaner: the speckles close to the axis have almost
disappeared to reveal a very regular annulus at the edge of the
coronagraphic mask, similar to what is expected from the theo-
retical design of the SPHERE APLC (Guerri et al. 2011). In the
4�8 �/D range, the static speckles are also strongly attenuated.
In the remaining AO-corrected region, the speckles are also at-
tenuated, which is particularly visible along the horizontal and
vertical directions, where a strong static pattern of speckles was
previously visible.

To quantitatively assess the performance gain after NCPA
compensation, we plot in Fig. 10 the azimuthal standard devi-
ation of the coronagraphic images as a function of separation,
normalized to the peak flux of the reference o↵-axis PSF. The
bottom panel of the figure shows the gain in contrast between
the two curves. Within 2�16 �/D, there is a gain in contrast of
a factor more than 2, with even a peak at more than 10 around
5 �/D. This agrees very well with estimates from Paper I, where
we estimated a possible gain over a factor of 10, and it is a
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measured with ZELDA before (left) and after (right) the correction, pre-
sented at the same color scale. The middle row shows the same maps
filtered in Fourier space using a Hann window of size 25 �/D (see text).
Low spatial frequency aberrations are clearly visible on the left, while
they have disappeared after the correction, except for a small amount
of residual tip-tilt (see text). The bottom row shows the equivalent focal
plane coronagraphic images before (left) and after (right) the compen-
sation of the NCPA, measured at 1593 nm (IRDIS H2 filter) and pre-
sented at the same color scale. The gain is obvious close to the center,
but also noticeable farther out where the intensity of the speckles in the
corrected area has decreased significantly.

show that the NCPA of the system apparently has indeed been
corrected. A slight residual tip-tilt in the OPD map after correc-
tion remains, particularly visible in the Hann-filtered version of
the OPD map. This is not the result of an imperfect measure, but
simply arises because the tip-tilt is controlled in close-loop mode
by the DTTS (see Sect. 3.1.2), for which the reference slopes are
changed manually at the beginning of the test to center the PSF
on the ZELDA mask. The optimal approach would be to correct
the high orders by modifying the reference slopes of the SH WFS
and to correct the tip-tilt by modifying the reference slopes of the
DTTS. We were unable to investigate this approach for the tests
presented here, but it will represent a necessary improvement in
future tests.

To verify the quality of the NCPA compensation, we ac-
quired coronagraphic images with IRDIS at 1593 nm (H2 fil-
ter, see, e.g., Vigan et al. 2010), using the Apodized Pupil Lyot
Coronagraph (APLC; Soummer 2005) optimized for the H band.
Two data sets were acquired: one using the default reference

Fig. 10. Normalized azimuthal standard deviation profiles before (plain
line) and after (dashed line) correction of the NCPA using ZELDA, as
a function of angular separation. The contrast gain is plotted in the bot-
tom panel. The dotted line corresponds to the edge of the coronagraphic
mask (90 mas). The measurements correspond to the coronagraphic im-
ages presented in Fig. 9. They are compared to the theoretical perfor-
mance of the SPHERE APLC (red, dash-dotted line).

slopes of the WFS (before correction), and one using the refer-
ence slopes updated using the ZELDA measurement (after cor-
rection). For each data set, we acquired a 2 min coronagraphic
image and 2 min reference PSF image where the PSF was moved
out of the coronagraphic mask. A neutral density filter was used
to acquire the reference PSF without saturating the peak. Cor-
responding instrumental backgrounds were also acquired. The
resulting coronagraphic images are showed in the bottom row
of Fig. 9. The visual di↵erence between the two images is strik-
ing inside the AO-corrected area. The image before correction is
dominated by speckles close to the axis, up to 7�8 �/D. It also
shows a strong horizontal and vertical pattern of speckles that
extend from the edge of the corrected region down to ⇠10 �/D.
After the NCPA correction, the whole AO-corrected region ap-
pears much cleaner: the speckles close to the axis have almost
disappeared to reveal a very regular annulus at the edge of the
coronagraphic mask, similar to what is expected from the theo-
retical design of the SPHERE APLC (Guerri et al. 2011). In the
4�8 �/D range, the static speckles are also strongly attenuated.
In the remaining AO-corrected region, the speckles are also at-
tenuated, which is particularly visible along the horizontal and
vertical directions, where a strong static pattern of speckles was
previously visible.

To quantitatively assess the performance gain after NCPA
compensation, we plot in Fig. 10 the azimuthal standard devi-
ation of the coronagraphic images as a function of separation,
normalized to the peak flux of the reference o↵-axis PSF. The
bottom panel of the figure shows the gain in contrast between
the two curves. Within 2�16 �/D, there is a gain in contrast of
a factor more than 2, with even a peak at more than 10 around
5 �/D. This agrees very well with estimates from Paper I, where
we estimated a possible gain over a factor of 10, and it is a
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Fig. 5. Coronagraphic images and profiles obtained on 2018-04-01 on the internal source (left, test CT01) and on sky (right, test CT02). Top row:
coronagraphic images before and after NCPA compensation, main plots: azimuthal standard deviation profiles normalized to the o↵-axis PSF, and
bottom plots: contrast gain after NCPA compensation. For on-sky measurements, a profile is shown for each individual coronagraphic image. The
blue shadowed region shows the region masked by the focal-plane mask of the APLC.

Fig. 6. Comparison of the coronagraphic profiles acquired on 2018-04-01 on the internal source (left; test CT01) and on sky (right; test CT02)
with coronagraphic image reconstruction based on realistic inputs (see Appendix C). The theoretical performance of the APLC in the presence
of amplitude errors is also plotted (dashed green curve). For the on-sky data, the image reconstruction includes ExAO residual wavefront errors
based on SAXO real-time telemetry (see Appendix B). The blue shadowed region shows the region masked by the focal-plane mask of the APLC.

(650 mas), provided that a defocus term of �40 nm rms is
added in the model. This term originates from the fact that the
ZELDA mask and the APLC focal-plane masks are mounted in
two di↵erent positions of the same filter wheel. There is there-
fore no reason for the best centering and focus to be exactly iden-
tical between the two. To find the best value, we generated a

family of reconstructions with an increasing defocus term from
�100 to +100 nm rms in steps of 10 nm rms and compared the
resulting contrast curves with the data. The best fit was obtained
for ⇠0 nm of defocus for the data before NCPA compensa-
tion and �40 nm rms for the data after NCPA compensation.
Physically, the ⇠0 nm defocus before compensation is expected
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Fig. 5. Coronagraphic images and profiles obtained on 2018-04-01 on the internal source (left, test CT01) and on sky (right, test CT02). Top row:
coronagraphic images before and after NCPA compensation, main plots: azimuthal standard deviation profiles normalized to the o↵-axis PSF, and
bottom plots: contrast gain after NCPA compensation. For on-sky measurements, a profile is shown for each individual coronagraphic image. The
blue shadowed region shows the region masked by the focal-plane mask of the APLC.

Fig. 6. Comparison of the coronagraphic profiles acquired on 2018-04-01 on the internal source (left; test CT01) and on sky (right; test CT02)
with coronagraphic image reconstruction based on realistic inputs (see Appendix C). The theoretical performance of the APLC in the presence
of amplitude errors is also plotted (dashed green curve). For the on-sky data, the image reconstruction includes ExAO residual wavefront errors
based on SAXO real-time telemetry (see Appendix B). The blue shadowed region shows the region masked by the focal-plane mask of the APLC.

(650 mas), provided that a defocus term of �40 nm rms is
added in the model. This term originates from the fact that the
ZELDA mask and the APLC focal-plane masks are mounted in
two di↵erent positions of the same filter wheel. There is there-
fore no reason for the best centering and focus to be exactly iden-
tical between the two. To find the best value, we generated a

family of reconstructions with an increasing defocus term from
�100 to +100 nm rms in steps of 10 nm rms and compared the
resulting contrast curves with the data. The best fit was obtained
for ⇠0 nm of defocus for the data before NCPA compensa-
tion and �40 nm rms for the data after NCPA compensation.
Physically, the ⇠0 nm defocus before compensation is expected
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Figure 4. Zernike WFS NCPA correction on SPHERE: internal source (top26), and on-sky (bottom27). From left
to right: before compensation, after compensation, and contrast curves comparison (azimuthal standard deviation profiles
of the image normalized to the off-axis PSF). Figure adapted from N’diaye et al. (2016)26 and Vigan et al. (2019).27

SH reference slopes were initially set on the ones measured with the phase diversity during commissioning
(see Section 2.1). However, a daily NCPA calibration was performed to update them using the Zernike WFS for
a period of time. However, this correction was not always stable (slopes were sometimes hitting the limit range
of the WFS, creating instabilities or putting the DM in saturation). This daily Zernike measurement is still
performed for NCPA monitoring purposes, but not used anymore to modify the SH references slopes. Currently,
the SH references slopes are still the ones measured during commissioning.
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The main advantage of this technique is its efficiency in the measurement. Not only the Zernike offers an
optimal sensitivity to photon noise at all spatial frequencies,28 it allows an optical path difference (OPD) map in
only a couple of images (on and off the Zernike mask). It is also relatively simple to operate (now that the mask
is in the wheel) and has been extremely useful to measure in details the origin and evolution of the SPHERE
NCPA (see Section 3).29

The main limitation of this technique is that it only allows the calibration of the NCPA and not the mini-
mization of the speckles directly in the focal plane. Figure 4 shows that although performance in the focal plane
were greatly improved, some speckles remain. These are likely due to amplitude aberrations, that cannot be
corrected with this technique. Finally, one can also assume that the replacement of the coronagraph mask by
the Zernike mask, even in the same optical plane, probably slightly modify the incoming electrical field.

2.4 Dark-Hole method

Pair-Wise Probing (PWP)30,31 is a variation of the phase-diversity method for coronagraphic instrument. Probes
are known phases introduced by the deformable mirror (usually a single actuator push or a cardinal sinus) to
change the focal plane speckles and use a linear model to recover their electrical field. PWP is usually combined
with a linear correction algorithm called Electrical Field Conjugation (EFC) which links DM movements to
electrical field modification. This correction algorithm goal is to minimize the focal plan energy in a specific
zone, called Dark-Hole (DH). This technique has been tested successfully on SPHERE internal source32 and
on-sky33 (see compiled results on Figure 5).

Contrast improvment (SPHERE on sky results)
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Fig. 2. Mean normalized intensity of the total, modulated and unmodu-
lated signals in the DH after each iteration of PWP+EFC and calculated
on the unfiltered data. Iteration 0 corresponds to the initial state. PWP
has not been applied at iteration 5, preventing the calculation of both
the coherent and incoherent components.

nent. The unmodulated component therefore includes: 1) as-
trophysical sources located in the field of view; 2) calibration
errors in PWP, such as instrument model inaccuracies; 3) the
field of speckles whose life time is smaller than the measure-
ment rate of PWP (⇠5 min), such as the turbulent halo; and
4) chromatic residuals. Figure 2 demonstrates the convergence
of the PWP+EFC closed-loop algorithm because the averaged
modulated component in the DH is minimized. However, it also
shows that the averaged level of starlight residual in the total
image remains almost constant at ⇠ 3 · 10�5 throughout the pro-
cess. Indeed, even though the processed high-contrast imaging
data are limited by the e↵ects of static and quasi-static aberra-
tions at small separations, the smooth halo of turbulence is often
the dominating term in the raw images. This halo is removed in
post-processing through the filtering of the low spatial frequency
residuals or with di↵erential imaging, leaving behind only its as-
sociated photon noise.

We also show the radial profile of the filtered images (calcu-
lated as the standard deviation in azimuthal rings of size �/2D
in the DH regions versus the angular separation) throughout the
di↵erent PWP+EFC iterations in Fig. 3. Detection performance
in the DH region has been improved from a factor of two to a
factor of five in that area. We obtain the best improvement factor
(more than three) between 245 and 500 mas. The normalized in-
tensity reaches a level below 10�6 between 410 and 635 mas. Al-
though we did not try to minimize the starlight below 220 mas,
we noticed an improvement between 150 and 220 mas, which
we attribute to changing observing conditions (turbulence, wind
driven halo, quasi-statics) as iterations progress.

3. Coherent differential imaging

3.1. Method

PWP can also be used alone to further suppress stellar speckles
in the images in post-processing. Indeed, the stellar E-field esti-
mated by PWP can serve as a reference image to be subtracted
from the remaining total intensity, thereby improving the S/N of
the astrophysical signal that is not coherent with the starlight.
This technique called coherent di↵erential imaging (CDI) has

Fig. 3. Radial performance of the PWP+EFC closed-loop algorithm
in the top DH. Top: 1-� standard deviation of the normalized high-
pass-filtered images obtained at each iteration of the PWP+EFC on-sky
closed loop in the top DH. Bottom: Gain in performance with respect to
the current SPHERE calibration (iteration 0).

been demonstrated with many focal plane wavefront sensors
(Baudoz et al. 2006; Bottom et al. 2017; Jovanovic et al. 2018).
CDI can be used to further remove residual speckles inside the
DH. In our case, the loop has converged and no more speckles
are to be calibrated in post-processing.

In this section, we demonstrate the ability of CDI to en-
hance the contrast in regions that are not corrected during the
PWP+EFC process. We also propose an optimization of the CDI
technique to account for the changing atmospheric transmission
over time between the recording of the total intensity images and
the probe images. This simple algorithm will be investigated fur-
ther in the near future to quantify potential over-subtraction of
the astrophysical signal. At each iteration, the PWP estimation
of the focal plane E-field (or reference image) is numerically re-
centered with respect to the total intensity signal to account for
any drift on the science detector during the probing steps. It is
then rescaled to minimize the mean intensity of the high-pass-
filtered CDI result, in the region symmetrically opposed to the
top DH described in Sec. 2. This area is arbitrarily chosen for the
sake of illustration, while any region of the science detector well
sensed by PWP could be selected. This optimization assumes
that most of the total signal in that area is caused by stellar resid-
uals and is, therefore, coherent. This optimization should not be
strongly a↵ected by a planet or other astrophysical object present
in the field of view but injection of fake signal in the data is out
of the scope of this paper. The estimated mean scaling factor is
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Fig. 2. Mean normalized intensity of the total, modulated and unmodu-
lated signals in the DH after each iteration of PWP+EFC and calculated
on the unfiltered data. Iteration 0 corresponds to the initial state. PWP
has not been applied at iteration 5, preventing the calculation of both
the coherent and incoherent components.

nent. The unmodulated component therefore includes: 1) as-
trophysical sources located in the field of view; 2) calibration
errors in PWP, such as instrument model inaccuracies; 3) the
field of speckles whose life time is smaller than the measure-
ment rate of PWP (⇠5 min), such as the turbulent halo; and
4) chromatic residuals. Figure 2 demonstrates the convergence
of the PWP+EFC closed-loop algorithm because the averaged
modulated component in the DH is minimized. However, it also
shows that the averaged level of starlight residual in the total
image remains almost constant at ⇠ 3 · 10�5 throughout the pro-
cess. Indeed, even though the processed high-contrast imaging
data are limited by the e↵ects of static and quasi-static aberra-
tions at small separations, the smooth halo of turbulence is often
the dominating term in the raw images. This halo is removed in
post-processing through the filtering of the low spatial frequency
residuals or with di↵erential imaging, leaving behind only its as-
sociated photon noise.

We also show the radial profile of the filtered images (calcu-
lated as the standard deviation in azimuthal rings of size �/2D
in the DH regions versus the angular separation) throughout the
di↵erent PWP+EFC iterations in Fig. 3. Detection performance
in the DH region has been improved from a factor of two to a
factor of five in that area. We obtain the best improvement factor
(more than three) between 245 and 500 mas. The normalized in-
tensity reaches a level below 10�6 between 410 and 635 mas. Al-
though we did not try to minimize the starlight below 220 mas,
we noticed an improvement between 150 and 220 mas, which
we attribute to changing observing conditions (turbulence, wind
driven halo, quasi-statics) as iterations progress.

3. Coherent differential imaging

3.1. Method

PWP can also be used alone to further suppress stellar speckles
in the images in post-processing. Indeed, the stellar E-field esti-
mated by PWP can serve as a reference image to be subtracted
from the remaining total intensity, thereby improving the S/N of
the astrophysical signal that is not coherent with the starlight.
This technique called coherent di↵erential imaging (CDI) has

Fig. 3. Radial performance of the PWP+EFC closed-loop algorithm
in the top DH. Top: 1-� standard deviation of the normalized high-
pass-filtered images obtained at each iteration of the PWP+EFC on-sky
closed loop in the top DH. Bottom: Gain in performance with respect to
the current SPHERE calibration (iteration 0).

been demonstrated with many focal plane wavefront sensors
(Baudoz et al. 2006; Bottom et al. 2017; Jovanovic et al. 2018).
CDI can be used to further remove residual speckles inside the
DH. In our case, the loop has converged and no more speckles
are to be calibrated in post-processing.

In this section, we demonstrate the ability of CDI to en-
hance the contrast in regions that are not corrected during the
PWP+EFC process. We also propose an optimization of the CDI
technique to account for the changing atmospheric transmission
over time between the recording of the total intensity images and
the probe images. This simple algorithm will be investigated fur-
ther in the near future to quantify potential over-subtraction of
the astrophysical signal. At each iteration, the PWP estimation
of the focal plane E-field (or reference image) is numerically re-
centered with respect to the total intensity signal to account for
any drift on the science detector during the probing steps. It is
then rescaled to minimize the mean intensity of the high-pass-
filtered CDI result, in the region symmetrically opposed to the
top DH described in Sec. 2. This area is arbitrarily chosen for the
sake of illustration, while any region of the science detector well
sensed by PWP could be selected. This optimization assumes
that most of the total signal in that area is caused by stellar resid-
uals and is, therefore, coherent. This optimization should not be
strongly a↵ected by a planet or other astrophysical object present
in the field of view but injection of fake signal in the data is out
of the scope of this paper. The estimated mean scaling factor is
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Fig. 1. Normalized intensity images in linear scale obtained before (top row) and after (bottom row) the on-sky DH correction. Left column:
Raw image with bad pixels removed. Right column: Same as for the left column, but high-pass filtered using a Gaussian kernel with a standard
deviation of 0.57�0/D. The images are normalized by the maximum of the off-axis PSF, and multiplied by 105 and 106 for the left and right images,
respectively. The corrected region is encircled in green.

2.2. Results

Figure 1 shows the on-sky coronagraphic images (left) using
the current SPHERE calibration procedure (top) and the closed-
loop DH correction inside the green line after five iterations
(bottom). Images are normalized by the maximum of the off-
axis point spread function (PSF) measured on the same star (i.e.,
the no-coronagraph PSF) to study the results in the “normalized
intensity” dimensionless metric. Normalized intensity differs
from raw contrast in that it does not account for potential spa-
tial variations in the off-axis PSF transmission and morphology.
The quasi-static speckles that set the detection limit for current
SPHERE observations are effectively removed from the “DH
correction” image, leaving only the fainter, smooth AO halo. The
final raw image is similar to the simulated bottom left image of
Fig. 4 in Potier et al. (2020b) where the halo of the SPHERE
AO system (SAXO) limits the overall performance after com-
pensating for the static speckles in the DH. The raw image in
Fig. 1 is further limited by the fast-evolving low-order aberra-
tions, whose level was underestimated in the former simulation.

To reduce the effect of this halo, and highlight the impact of
static and quasi-static speckles in the SPHERE performance, the
images are high-pass filtered using a Gaussian kernel with a stan-
dard deviation of 2 pixels (0.57�0/D, right column of Fig. 1). In
the DH, the visible static speckles have been corrected, mini-
mizing the estimated mean coherent intensity from ⇠ 6⇥ 10�6 to
⇠ 1⇥10�6. The remaining photo-electrons in the smooth regions
in the high-pass-filtered DH after an exposure time of 64 s with
the science detector mostly come from the photon noise induced
by the turbulent halo.

We show the mean modulated and unmodulated intensities
in the DH at each iteration in Fig. 2. The modulated compo-
nent is the absolute value of the E-field squared estimated by
PWP, while the unmodulated component represents the differ-
ence between the total recorded intensity and the modulated
component. The unmodulated component therefore includes:
(1) astrophysical sources located in the field of view; (2) cali-
bration errors in PWP, such as instrument model inaccuracies;
(3) the field of speckles whose life time is smaller than the mea-
surement rate of PWP (⇠5 min), such as the turbulent halo; and
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Fig. 1. Normalized intensity images in linear scale obtained before (top row) and after (bottom row) the on-sky DH correction. Left column:
Raw image with bad pixels removed. Right column: Same as for the left column, but high-pass filtered using a Gaussian kernel with a standard
deviation of 0.57�0/D. The images are normalized by the maximum of the off-axis PSF, and multiplied by 105 and 106 for the left and right images,
respectively. The corrected region is encircled in green.
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the current SPHERE calibration procedure (top) and the closed-
loop DH correction inside the green line after five iterations
(bottom). Images are normalized by the maximum of the off-
axis point spread function (PSF) measured on the same star (i.e.,
the no-coronagraph PSF) to study the results in the “normalized
intensity” dimensionless metric. Normalized intensity differs
from raw contrast in that it does not account for potential spa-
tial variations in the off-axis PSF transmission and morphology.
The quasi-static speckles that set the detection limit for current
SPHERE observations are effectively removed from the “DH
correction” image, leaving only the fainter, smooth AO halo. The
final raw image is similar to the simulated bottom left image of
Fig. 4 in Potier et al. (2020b) where the halo of the SPHERE
AO system (SAXO) limits the overall performance after com-
pensating for the static speckles in the DH. The raw image in
Fig. 1 is further limited by the fast-evolving low-order aberra-
tions, whose level was underestimated in the former simulation.

To reduce the effect of this halo, and highlight the impact of
static and quasi-static speckles in the SPHERE performance, the
images are high-pass filtered using a Gaussian kernel with a stan-
dard deviation of 2 pixels (0.57�0/D, right column of Fig. 1). In
the DH, the visible static speckles have been corrected, mini-
mizing the estimated mean coherent intensity from ⇠ 6⇥ 10�6 to
⇠ 1⇥10�6. The remaining photo-electrons in the smooth regions
in the high-pass-filtered DH after an exposure time of 64 s with
the science detector mostly come from the photon noise induced
by the turbulent halo.

We show the mean modulated and unmodulated intensities
in the DH at each iteration in Fig. 2. The modulated compo-
nent is the absolute value of the E-field squared estimated by
PWP, while the unmodulated component represents the differ-
ence between the total recorded intensity and the modulated
component. The unmodulated component therefore includes:
(1) astrophysical sources located in the field of view; (2) cali-
bration errors in PWP, such as instrument model inaccuracies;
(3) the field of speckles whose life time is smaller than the mea-
surement rate of PWP (⇠5 min), such as the turbulent halo; and

A136, page 3 of 7

A. Potier et al.: Increasing the raw contrast of VLT/SPHERE with the dark hole technique.

1.00e-07 5.96e-07 1.58e-06 3.57e-06 7.51e-06 1.55e-05 3.12e-05 6.25e-05 1.26e-04 2.51e-04 5.00e-04

Fig. 6. Experimental data: coronagraphic images recorded with SPHERE calibration unit in the H3 band before any NCPA compensation, after 2
iterations of PW+EFC in a FDH (center), and after 6 iterations of PW+EFC in a HDH (right). The sizes of the FDH and HDH are, respectively,
31�/D ⇥ 31�/D and 13�/D ⇥ 31�/D, 1�/D being equal to ⇠43 mas. The HDH starts at 2.85�/D from the optical axis to get as close as possible
from the FPM bottom edge whose radius is 92.5 mas or about 2.15�/D. The aim is to ensure the stability in the PW+EFC closed loop. The edges
of each DH are represented in white dashed lines. The images were normalized by the maximum of the o↵-axis PSF, recorded at the first iteration
of the PW+EFC process.

coronagraphic image is taken with a cosine pattern applied on
the HODM, creating two bright speckles on both sides of the
image center. These spots are used to estimate the center of the
H3 images on the IRDIS detector at a subpixel accuracy. This
step is crucial to align model images to actual IRDIS images.

The subsequent steps are then repeated iteratively to compute
the optimal correction: 1) acquisition of four coronagraphic im-
ages using PW probes; 2) computation of the matrix D of Eq. 9
for each pixel (x, y) in the chosen DH region; 3) estimation of
the focal plane electric field with Eq. 13; 4) multiplication of the
estimated field by G†, resulting in the array containing the up-
dated reference slopes for the SH WFS; and 5) acquisition of the
corrected coronagraphic image. Each iteration lasts less than two
minutes on the internal source.

4.2. Dark hole creation

The algorithm was applied for di↵erent DH configurations. Here,
we present two corrections: one in a FDH and one in a HDH.

4.2.1. Full dark hole

The coronagraphic image that follows the FDH correction is
shown at the center of Fig. 6. For this particular experiment,
800 modes of the HODM were used after truncating the SVD
in Eq. 16. The image can be compared with the image at the
left in Fig. 6, which is the initial coronagraphic image before
PW+EFC. In order to quantify the improvement, we plot in
Fig. 7 the 1� contrast curve before PW+EFC, at each PW+EFC
iterations, and after the last iteration. The correction converges
after three iterations. The FDH correction improved the contrast
in all the spatial frequencies accessible with the HODM by a
factor of two to ten, which is close to the results obtained by
ZELDA in Vigan et al. (2019). However, bright speckles are still
present near the optical axis in Fig. 6. There are several expla-
nations for this result. First the algorithm is not e�cient enough
to correct for all the phase aberrations in the DH, especially in
a central horizontal bar, as described in Sect. 3.1. Second, as
explained in Sect. 2.3, the image quality is also limited by am-

plitude aberrations and by the di↵raction pattern created by the
APLC. We also numerically simulated the raw contrast obtained
with a perfect APLC, which is not a↵ected by any aberration (see
in Fig. 7, in red dashed lines). We conclude that if the SPHERE
APLC has no defects, the performance of PW+EFC in FDH is
limited by amplitude aberrations.

4.2.2. Half dark hole

An alternative way to reach deeper contrast is to sacrifice half
the field of view and therefore correct in a HDH region (see in
Sect. 3.2). We started the correction from the initial configura-
tion of the HODM as for the FDH (image on the left in Fig. 6).
In the right image in Fig. 6, we present the result after six it-
erations of PW+EFC optimization in a HDH when using 700
correction modes: the correction minimizes all the speckles in
the HDH down to the detector noise. Moreover, we note that the
symmetrical region on the other side of the central star (at the top
of the image) also benefits from a partial correction due to the
compensation of the phase alone. For such a correction, we were
required to add a phase pattern of ~19nm RMS on the HODM.
The rms contrast curves calculated in the HDH region are plotted
in Fig. 8. The deepest contrast is reached after six iterations. At
iterations four and five, the contrast is presumably limited by the
detector noise (nearly flat contrast floor). This can be overcome
with longer integration for each step. Multiplying the exposure
time by eight leads to a modest gain in contrast at the sixth iter-
ation. There is room for improvement as long as the wavefront
remains stable during acquisition. The HDH reaches a contrast
that is significantly better than the theoretical raw contrast of the
coronagraph, demonstrating the capability of PW+EFC to go be-
low this limit. At the final step, we measured a contrast below
10�6 between 150 and 650 mas, which to our knowledge is the
best contrast ever generated on the internal source of SPHERE.
For demonstration purposes, a HDH was successfully created in
the upper part of the image, reaching the same contrast level as
that at the bottom of the image shown in Fig. 6. Preliminary ex-
periments also showed the HDH correction was degraded by a
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Fig.6.Experimentaldata:coronagraphicimagesrecordedwithSPHEREcalibrationunitintheH3bandbeforeanyNCPAcompensation,after2
iterationsofPW+EFCinaFDH(center),andafter6iterationsofPW+EFCinaHDH(right).ThesizesoftheFDHandHDHare,respectively,
31�/D⇥31�/Dand13�/D⇥31�/D,1�/Dbeingequalto⇠43mas.TheHDHstartsat2.85�/Dfromtheopticalaxistogetascloseaspossible
fromtheFPMbottomedgewhoseradiusis92.5masorabout2.15�/D.TheaimistoensurethestabilityinthePW+EFCclosedloop.Theedges
ofeachDHarerepresentedinwhitedashedlines.Theimageswerenormalizedbythemaximumoftheo↵-axisPSF,recordedatthefirstiteration
ofthePW+EFCprocess.

coronagraphicimageistakenwithacosinepatternappliedon
theHODM,creatingtwobrightspecklesonbothsidesofthe
imagecenter.Thesespotsareusedtoestimatethecenterofthe
H3imagesontheIRDISdetectoratasubpixelaccuracy.This
stepiscrucialtoalignmodelimagestoactualIRDISimages.

Thesubsequentstepsarethenrepeatediterativelytocompute
theoptimalcorrection:1)acquisitionoffourcoronagraphicim-
agesusingPWprobes;2)computationofthematrixDofEq.9
foreachpixel(x,y)inthechosenDHregion;3)estimationof
thefocalplaneelectricfieldwithEq.13;4)multiplicationofthe
estimatedfieldbyG†,resultinginthearraycontainingtheup-
datedreferenceslopesfortheSHWFS;and5)acquisitionofthe
correctedcoronagraphicimage.Eachiterationlastslessthantwo
minutesontheinternalsource.

4.2.Darkholecreation

Thealgorithmwasappliedfordi↵erentDHconfigurations.Here,
wepresenttwocorrections:oneinaFDHandoneinaHDH.

4.2.1.Fulldarkhole

ThecoronagraphicimagethatfollowstheFDHcorrectionis
shownatthecenterofFig.6.Forthisparticularexperiment,
800modesoftheHODMwereusedaftertruncatingtheSVD
inEq.16.Theimagecanbecomparedwiththeimageatthe
leftinFig.6,whichistheinitialcoronagraphicimagebefore
PW+EFC.Inordertoquantifytheimprovement,weplotin
Fig.7the1�contrastcurvebeforePW+EFC,ateachPW+EFC
iterations,andafterthelastiteration.Thecorrectionconverges
afterthreeiterations.TheFDHcorrectionimprovedthecontrast
inallthespatialfrequenciesaccessiblewiththeHODMbya
factoroftwototen,whichisclosetotheresultsobtainedby
ZELDAinViganetal.(2019).However,brightspecklesarestill
presentneartheopticalaxisinFig.6.Thereareseveralexpla-
nationsforthisresult.Firstthealgorithmisnote�cientenough
tocorrectforallthephaseaberrationsintheDH,especiallyin
acentralhorizontalbar,asdescribedinSect.3.1.Second,as
explainedinSect.2.3,theimagequalityisalsolimitedbyam-

plitudeaberrationsandbythedi↵ractionpatterncreatedbythe
APLC.Wealsonumericallysimulatedtherawcontrastobtained
withaperfectAPLC,whichisnota↵ectedbyanyaberration(see
inFig.7,inreddashedlines).WeconcludethatiftheSPHERE
APLChasnodefects,theperformanceofPW+EFCinFDHis
limitedbyamplitudeaberrations.

4.2.2.Halfdarkhole

Analternativewaytoreachdeepercontrastistosacrificehalf
thefieldofviewandthereforecorrectinaHDHregion(seein
Sect.3.2).Westartedthecorrectionfromtheinitialconfigura-
tionoftheHODMasfortheFDH(imageontheleftinFig.6).
IntherightimageinFig.6,wepresenttheresultaftersixit-
erationsofPW+EFCoptimizationinaHDHwhenusing700
correctionmodes:thecorrectionminimizesallthespecklesin
theHDHdowntothedetectornoise.Moreover,wenotethatthe
symmetricalregionontheothersideofthecentralstar(atthetop
oftheimage)alsobenefitsfromapartialcorrectionduetothe
compensationofthephasealone.Forsuchacorrection,wewere
requiredtoaddaphasepatternof~19nmRMSontheHODM.
ThermscontrastcurvescalculatedintheHDHregionareplotted
inFig.8.Thedeepestcontrastisreachedaftersixiterations.At
iterationsfourandfive,thecontrastispresumablylimitedbythe
detectornoise(nearlyflatcontrastfloor).Thiscanbeovercome
withlongerintegrationforeachstep.Multiplyingtheexposure
timebyeightleadstoamodestgainincontrastatthesixthiter-
ation.Thereisroomforimprovementaslongasthewavefront
remainsstableduringacquisition.TheHDHreachesacontrast
thatissignificantlybetterthanthetheoreticalrawcontrastofthe
coronagraph,demonstratingthecapabilityofPW+EFCtogobe-
lowthislimit.Atthefinalstep,wemeasuredacontrastbelow
10�6between150and650mas,whichtoourknowledgeisthe
bestcontrastevergeneratedontheinternalsourceofSPHERE.
Fordemonstrationpurposes,aHDHwassuccessfullycreatedin
theupperpartoftheimage,reachingthesamecontrastlevelas
thatatthebottomoftheimageshowninFig.6.Preliminaryex-
perimentsalsoshowedtheHDHcorrectionwasdegradedbya
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Fig. 7. Experimental data: contrast rms during the di↵erent iterations
of PW+EFC implemented with the SPHERE calibration unit in a FDH
of size 31�/D ⇥ 31�/D (in gray). The curve before compensation is
plotted with a blue dashed line; the contrast after the last iteration is
represented by a blue continuous line. The theoretical limit set by the
APLC di↵raction pattern is plotted with a red dashed line.

factor 2 after two days. Further studies about DH stability are
planned.

These results demonstrate that the amplitude aberrations and
coronagraph residuals do matter at the 10�6 level and are critical
for future HCI instruments. A compromise would be to sacri-
fice half of the field of view when using a single DM. With two
DMs in the same system, we can consider the FDH correction
for instance with the second DM out of the pupil plane, taking
advantage of the Talbot e↵ect. An alternative with a single DM
would be to generate successively two HDH symmetrically lo-
cated from the star to cover the entire field of view in two di↵er-
ent observing sequences. This solution would need twice as long
as the FDH correction with two DM.

5. Conclusions

In this paper, we described the contrast limitation due to NCPA
and di↵raction of the SPHERE APLC coronagraph, which can
be overcome with a minor upgrade of the SAXO software and
correction strategy. We introduced the PW algorithm, which
temporally modulates the speckle intensity in the coronagraphic
image to estimate the electric field in the science detector. The
PW algorithm only requires four coronagraphic images per it-
eration. Thanks to numerical simulations, we demonstrated that
the PW, in conjunction with EFC control algorithm, is an e�-
cient technique to create deep DH regions under turbulent con-
ditions, by minimizing the speckle intensity due to phase and
amplitude aberrations and by reducing the di↵raction pattern.
We also demonstrated the interest of upgrading the SPHERE AO
system to improve the contrast level by a factor of about 10 with
respect to what we can reach with the current AO system.

We also reported on experimental results obtained with the
calibration unit of SPHERE. Our algorithm PW+EFC used to
minimize the star intensity inside a full DH reaches the level set
by amplitude aberrations and the di↵raction pattern. The same
algorithm used to minimize the star intensity in a HDH drasti-
cally improves the performance of SPHERE, reaching a contrast
level below 10�6 between 150 mas and 650 mas from the optical
axis.

Fig. 8. Experimental data: contrast rms during the di↵erent iterations
of PW+EFC implemented with the SPHERE calibration unit in a HDH
of size 13�/D⇥31�/D. In green dashed line is plotted the contrast after
the FDH correction (in Sect. 4.2.1) calculated in the HDH region.

The next step consists in the implementation of the PW+EFC
technique on sky during an observation. Two strategies will
be tested. First, the NCPA compensation is computed on the
SPHERE calibration unit and the resulting correction directly
applied on sky. We expect that the performance will not be op-
timal in that case because the telescope pupil and the internal
source pupil di↵er significantly as well as the amplitude aber-
rations. The second option consists in computing the correction
directly on the targeted star. In that case, long exposures will be
needed to average out the atmospheric turbulence phase fluctua-
tions, as explained in Singh et al. (2019) and Potier et al. (2019),
and allow the sensing of the quasi-static aberrations. We also
envision experimental tests with other coronagraphs available
on SPHERE such as a four-quadrant-phase-mask (Rouan et al.
2000) to investigate the potential of the method with smaller
IWA coronagraphs.
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APLC diffraction pattern (simulation)

Figure 5. PWP + DH correction on SPHERE: internal source (top), and on-sky (bottom). From left to right:
before correction, after correction, and contrast curves comparison (azimuthal standard deviation profiles of the image
normalized to the off-axis PSF). Figure adapted from Potier et al. (2020, 2022).32,33

The main advantage of DH techniques is that the reward they are trying to minimize is not the level of
NCPA in the incoming wavefront (minimizing phase), but the starlight energy in the science focal plane (digging
a dark-hole). Even for phase-only aberrations at monochromatic light, this is not completely equivalent for
a DM with a fixed number of actuators (it is often more interesting to correct only in a specific zones in
the focal plane34 to achieve better contrast). But SPHERE speckles have also many origins, with amplitude
aberrations (estimated at 8% RMS for SPHERE32), chromatic phase aberrations, and diffraction created by the
VLT complex apertures and the SPHERE coronagraph. All these sources of speckles are indifferently measured
by PWP and can be corrected fully in a half-DH, as shown by the complete removal of speckles after correction
with PWP+DH in Figure 5 (images in central column), compared to the result obtained after calibration with the
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phase minimization shown in Figures 3 and 4 (images in central column). One can also notice the performance of
the 2 methods with respect to the level of the simulated coronagraph diffraction in Figures 4 and 5 (red curves on
top right plots). The Zernike WFS is a phase correction method and is theoretically limited to the coronagraph
diffraction limit whereas the PWP technique in half Dark-Hole can correct below this level.

There are two main drawbacks of this technique. First, to introduce a probe using SAXO+ DM, it is necessary
to modify the reference responses of the PyWFS to push a single actuator by several tens of nanometer (peak-
to-valley). As discussed previously for COFFEE, introducing offsets on the PyWFS reference responses is not as
straightforward as for SH WFS, and it is currently unclear if the PyWFS will be able to introduce these probes
at with which precision.

The second drawback is the time of convergence. To measure precisely the electrical field created by the
NCPA, it if necessary to “average the AO residuals”. These aberrations create much faster speckles that cannot be
corrected by NCPA techniques, but that are introducing incoherent noise in the “probed” image.35 By integrating
during longer exposures, the AO residual speckles average over a smooth halo that can be disentangled from the
NCPA speckles. This is a problem for all NCPA correction techniques on-sky, but the fact that PWP requires
more images makes each iteration much longer, using precious telescope time. For the correction obtained in
Potier et al. (2022)33 (Figure 5), each probe image acquisition required 80 s (64 s exposure and 16 s overhead,
including readout time) for a total of ∼ 400 s per iteration (four images required for PWP and one image to
measure current raw contrast in an “unprobed” image). The minimum time necessary to integrate is dependent
on the level of the introduced probe, the level of NCPA (one could imagine variable integration time over the
iterations, with shorter probes at the beginning of the correction, increasing as the NCPA level decrease), the
amount of AO residuals and their relative dynamic of the NCPA speckles and AO residuals. For SAXO+, one
can assume that with a much faster second AO stage frequency (faster and lower AO residuals) and an expected
slower evolution of the NCPA (discussed in Section 3), the integration time could be shorter. These aspects will
be studied in simulation in the coming months.

3. ANALYSIS OF IRDIS NCPAS AND THEIR TEMPORAL EVOLUTION IN THE
CONTEXT OF SAXO+

Vigan et al. (2022)29 used the Zernike WFS to perform a deep characterization of the current SPHERE NCPAs
level and their temporal stability. We report here its main findings in the context of the SAXO+ upgrade.

3.1 Current NCPA level and frequency content

IRDIS Focal Plane (simulation)Zelda measured OPD

Figure 6. SPHERE measured NCPAs. Left: Zelda measured OPD map and associated IRDIS coronagraphic image.
We circled on the left the dead actuators that are masked and interpolated and the part behind VLT aperture’s central
obscuration that is hidden. Center: PSD of the NCPAs. Top, Right : Zelda OPD map where dead actuators were
interpolated and where the frequencies after the SAXO cut-off are removed and associated IRDIS coronagraphic image.
Bottom, Right: simulated opd map with the same PSD and the same RMS level and associated IRDIS coronagraphic
image.
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An example of an NCPA OPD map measured with Zelda in internal source is presented in Figure 6 (left) as
well as its measured Power Spectral Density (PSD). We first notice a lot of aberrations in the central part of the
pupil (indicated by a red circle), because this zone of the pupil is behind the VLT pupil / SPHERE apodizer
central obscurations and DM actuators in this position are not controlled. We also clearly notice the dead
actuators on the first DM (also circled in red). These should normally be seen by the pyramid and corrected by
the SAXO+ DM, although it might require a significant amount of stroke with the SAXO+ DM. This important
question is out of the scope of this paper, as we focused on SAXO+ NCPA. After masking these artifacts, the
level of aberrations is typically between 55 and 60 nm RMS, including 45-50 nm RMS in the SAXO correction
zone (< 20λ/D) and 40-45 nm RMS in the SAXO+ correction zone (< 13λ/D).

This map has been obtained in internal source and when the SH reference slopes are set to the default
one measured during commissioning. Two bright patterns in the horizontal direction are also very clear in the
associated simulated IRDIS image and are present in all SPHERE/IRDIS scientific images (see on-sky images
in Figures 4 and 5). These are due to characteristic frequencies present along the principal direction of the DM
(vertical stripes). At least part of these frequencies are within the cut-off of the first stage DM (creating speckles
inside the correction ring) and should be corrected by recalibrating the SH reference slopes. The correction of
these speckles are actually very clear with Zelda, with some of the best gain in contrast appears to be around
650 mas (Figure 4, right).

Apart from these features (dead actuator and uncorrected NCPA from the first stage), as new optics will be
introduced in the beam path after the second stage WFS, we are currently assuming that the level of aberrations
and frequency content after SAXO+ will be comparable to the ones presented in this section.

3.2 NCPA temporal evolution

Soon after the commissioning, a study of the speckle correlation time was carried out on SPHERE, showing a
fast decorrelation with an exponential decrease for timescales under a second.36 The origin of this fast internal
turbulence was investigated using Zelda.29 The first source of fast turbulence investigated was the airflow pumped
into the SPHERE’s enclosure to maintain a clean environment. However, tests conducted with and without the
airflow showed no difference in the amplitude of the internal turbulence. The second suspected source was the
motor of the apodizer wheel, located in a pupil plane close to the NIR atmospheric dispersion corrector29 (see
Figure 7). This motor is located underneath the optical beam, downstream of the visible-NIR dichroic filter
sending the light to SAXO WFS. According to Vigan et al. (2022),29 it is “extremely likely” that this motor
is responsible for the observed fast turbulence due to the high temperature gradient it introduces. Fortunately,
the SAXO+ pick-up mirrors will be installed after the NIR atmospheric dispersion correctors (ADC) and the
differential tip-tilt sensor (DTTS)37 as shown on Figure 7). This turbulence will therefore be measured and
corrected by the PyWFS. It is also the case for the NIR ADC that was also identified by these authors as a
likely culprit for part of the measured NCPA evolution. The general level of NCPA will probably be equivalent
in SAXO+ to what it is currently in SAXO. However, two of the main sources of the evolution of NCPA in the
current system (heat from apodizer electronics accounting for fast speckle decorrelation and NIR ADC probably
responsible for part of the slower NCPA evolution) will now be located in the common path of the second system.
For this reason, we can probably expect more stable NCPA in SAXO+. Simulation of hour-long sequences with
evolving NCPA will be done in the coming months to create realistic simulation to evaluate performance after
post-processing.

4. NCPA CORRECTION WITH SAXO+: SIMULATIONS

In this section, we show the result of simulations to test the correction of NCPAs in the case of perfect estimation.
All simulations in this section used COMPASS,38 an end-to-end simulation tool already used to design other AO
systems. We chose 4 given star/observation cases (a bright star with 2 different observing conditions -best and
worst- and 2 fainter stars with medium conditions) with AO parameters optimized by SAXO+’s AO team. We use
SAXO+’s reference controller, defined in more details in Béchet et al. (2023)39 and its parameters were optimized
to return best contrast. This controller assumes a stand-alone case where the two loops are independent, meaning
one real time computer (RTC) for each loop. Other controllers39,40 are also studied as part of SAXO+ upgrade,
as well as the optimization of the PyWFS parameters41 (central wavelength, modulation radius, frequency). In
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Fig. 2. CAD top view of the SPHERE bench with most of the opto-mechanical components labeled. The CPI sub-bench that supports the VIS
wavefront sensor and the ADCs is detailed in Fig. 3. The light from the telescope arrives from the top in this view.

Fig. 3. Detailed view of the CPI sub-bench that supports the spatially-
filtered Shack-Hartman, the VIS-NIR dichroic beam splitter, the VIS
and NIR ADCs, and the NIR apodizer wheel.

and they vary with zenith angle. Further work on the issue
of NCPA, their compensation and their temporal stability in
SPHERE is reported in other publications (Vigan et al. 2019,
and in prep.).

Absolute transmission estimation of the instrument has been
performed recently by observing standard stars in photomet-
ric atmospheric conditions. The measurements were performed
on 22 August 2018 on HIP 116852 in IRDIS classical imaging
mode, without a coronagraph and with AO correction switched
o↵ (open loop). The four broad-band filters B_Y, B_J, B_H and
B_Ks were used, and sky backgrounds were acquired immedi-
ately afterwards. The latter point is essential for the H- and
K-band observations to avoid errors due to variations in tem-
perature and therefore sky and thermal background. Comparing
the observed flux to the one expected for the object as estimated
at the entrance of the telescope allows estimating the instru-
mental throughput including the telescope. The resulting val-

Fig. 4. Block diagram of the AO components and loops in SPHERE. As
in Fig. 1, VIS+NIR light is in orange, VIS light is in blue and NIR light
is in red. The control loops are in light-blue.

ues, representing the average of the two IRDIS channels, are
plotted as black squares in Fig. 5. Overplotted on the same
figure are modeled, as-built transmission curves for the broad-
band filters representing the product of measurements of all
the instrument’s components, again representing the average
throughput of the two IRDIS channels. In this estimation, the
telescope is modeled by curve for bare aluminum mirrors with
18 month’s dust coverage. While the measured transmission is
within 20% of the model for the Y-band, it is within 10% for the
Ks-band, indicating that the instrument’s transmission model is
well representative. It can be noted that the results shown here
are more conclusive than the commissioning data reported in
Dohlen et al. (2016), for which observing conditions and instru-
mental setup were not optimal.

Essential for the scientific exploitation of the instrument is its
astrometric precision. While lateral astrometry is ensured only
relative to the stellar object itself, the precision of the instru-
ment must be trusted with the absolute rotational orientation
and spatial scale of observations; the knowledge of true north,
platescale, and distortion. A detailed report on the astromet-
ric calibration of SPHERE is available in Maire et al. (2016a).
During the first year of operations, a large and non-repeatable
variation in true north was observed, leading to an investiga-
tion into the possible causes for such an error. The error was
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NIR-ADC

APOD wheel Dichroic

SAXO+
folding mirrors

Figure 7. SPHERE Layout. Boxed labels indicate important elements for NCPAs: the dichroic sending the visible
light toward the SAXO WFS, the apodizer wheel and right after, the NIR ADC. The SAXO+ pick up mirrors sending
light to Y/J light to the second stage WFS will be installed between the ADC and the DTTS.37 Figure adapted from
Beuzit et al. (2019).1

this paper, we only use one set of parameters to focus on the impact of NCPAs. Table 1 describes the parameters
used in the simulations.

We used 2 types of coronagraphs, a perfect coronagraph42 and the current SPHERE Apodized Lyot Stop
Coronagraph (APLC43). The former can measure the “ideal” performance of the AO system without limitations
from the coronagraph diffraction pattern. The latter is used to simulate a more realistic response of the SAXO+
instrument to a given level of NCPA. In this study, we only study the response of SAXO+ to NCPA, as the
performance and correction of NCPA with SAXO have already been well studied on SPHERE.

NCPA OPD maps are introduced after SAXO+ second loop. We did not introduce aberrations between the
two WFS, assuming that those will be corrected by the second loop for SAXO+ accessible frequencies. The
NCPA OPD map introduced were based on the measurement done on SPHERE using the Zernike WFS (shown
in Figure 6). We first introduced the real OPD map where we removed the dead actuators by interpolating, and
filtered all frequency above the SAXO’s cut-off frequency (20 λ/D), as the aberrations measured by the Zernike
WFS beyond this frequency are in majority AO residuals already included in the simulation. This OPD map is
presented in Figure 6 (top, right).

Figure 8 shows the results in contrast for the four simulated cases with an APLC coronagraph. We first ran
a long pause image (5s)simulation without any NCPA showing the performance only limited by the atmospheric
turbulence and/or coronagraph diffraction (green curves). We then introduced NCPAs in the coronagraphic
channel and ran the same simulation without trying to compensate for NCPAs, showing a degradation of the
performance in contrast (red curves). Finally, we compensated for the NCPA assuming a perfect estimation.
Once the pyWFS controller matrices were measured during the simulation initialization in COMPASS, the same
OPD map was introduced both in the SAXO+ PyWFS channel and the coronagraph channel. The PyWFS
responses were measured and then used to update the pyWFS reference responses. Finally, we removed the
NCPA OPD map in the SAXO+ PyWFS channel but left it in the coronagraph channel and ran the simulation
(red dotted curves). No optimization of the optical gains were performed in these preliminary tests.

From this figure, we can conclude:

• in the case of the bright stars, both in good (Bright1 best) and bad (Bright1 worse) atmospheric conditions,
the performance of SAXO+ will be heavily limited by the level of NCPA currently measured on SPHERE.
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Figure 8. Simulated IRDIS performance in presence of NCPAs. Contrast curves (azimuthal standard deviation
profiles of the image, normalized to the off-axis PSF, as a function of the distance to the star) without NCPAs (green solid
line), with non-compensated NCPA (red solid line) and after compensation by pyramid reference responses modification
(red dashed line). Simulation conducted with an APLC and the SPHERE measured NCPAs (48 nm RMS) in the 4
identified cases.

• in the fainter cases, the amount of NCPA normally present on the SPHERE as measured by the Zernike
Wavefront sensor will barely impact the performance, as most of the coronagraphic focal plan will be
limited by AO residuals.

• finally, in all cases, the modification of the pyWFS reference responses can calibrate the NCPA and return
to the expected contrast level predicted for these observing conditions in the absence of NCPA.

In a second part, we then simulated a random OPD map with the same PSD and same level of aberration at
the latter (48 nm RMS in the VLT pupil). This allows us to make the OPD more uniform azimuthally and to
remove frequencies in a specific direction that are specific to the first stage DM (this OPD is shown in Figure 6
bottom right). This simulated OPD is then scaled at different levels (from 40 nm RMS to 200 nm RMS in the
VLT pupil) to measure the capacity of the system to correct for these increasing NCPA amplitude level. The
result is shown first on the impact on Strehl Ratio (at IRDIS wavelength, 1.6µm) in Figure 9 and on the final
contrast in Figure 10, only for the brightest cases. We indicated using a red vertical line at 48 nm RMS the level
of aberrations currently measured on SAXO in the SAXO correction zone (< 20λ/D).

Both in good and bad observing conditions, the modification of the PyWFS reference responses allows the
Strehl Ratio to return to performance in the absence of NCPA up to 80 nm of NCPA, corresponding to ∼500

Proc. of SPIE Vol. 13096  130969D-10



0 25 50 75 100 125 150 175 200
NCPA (nm RMS)

0.0

0.2

0.4

0.6

0.8

1.0

Lo
ng

 e
xp

os
ur

e 
St

re
hl

 ra
tio

 @
 1

.6
m

SPHERE NCPA 
 (48nm RMS)

Initial Strehl

No compensation of NCPA
NCPA compensated with modified Pyr ref. responses

0 251 503 754 1006 1257
NCPA (nm PV)

Bright 1 case (magG 5.5 magJ 5.2)
 r0=26 cm, 0=9.0 ms, expos 5 s, freqs 1000 & 3000 Hz

0 25 50 75 100 125 150 175 200
NCPA (nm RMS)

0.0

0.2

0.4

0.6

0.8

1.0

Lo
ng

 e
xp

os
ur

e 
St

re
hl

 ra
tio

 @
 1

.6
m

SPHERE NCPA 
 (48nm RMS)

Initial Strehl

No compensation of NCPA
NCPA compensated with modified Pyr ref. responses

0 251 503 754 1006 1257
NCPA (nm PV)

Bright 1 case (magG 5.5 magJ 5.2)
 r0=10 cm, 0=2.0 ms, expos 5.0 s, freqs 1000 & 3000 Hz

Figure 9. Strehl ratio vs NCPA level (same PSD as the SPHERE NCPA with increasing level) for a bright star and
2 different atmospheric conditions.

nm peak-to-valley (PV) with the given PSD. Above this amplitude, the pyramid cannot fully correct for those
NCPAs and they impact significantly the Strehl Ratio.

This effect is also visible in the contrast level, more sensitive to small errors in the wavefront at all frequency
than the Strehl Ratio. The range of allowed NCPA before significant contrast degradation is larger in the case of
the APLC (Figure 10, left plots) than for the perfect coronagraph (Figure 10, right plots), which is expected as
the APLC base contrast level is often limited by the coronagraph diffraction and also because this coronagraph
is much less sensitive to low-order aberrations. Finally, the range of allowed NCPA is larger in the best observing
conditions (top) than in the worst observing conditions (bottom) which is also expected.

In all cases, we deduce from these preliminary tests that with the current level of NCPA (∼ 50 nm RMS)
measured on SPHERE using the Zernike WFS, we expect that we can correct them using the modification of
the PyWFS reference responses. This promising result can most likely be explained by the fact that SAXO+
pyramid is a second stage and for this reason, the level of Strehl Ratio seen by this WFS is much higher than in
a lot of future AO system with a pyramid as a single WFS. Another reason is that SAXO+ PyWFS is in Y/J
and is less sensitive to same OPD offsets than other instruments using pyramid in visible. With the SPHERE
(already operational) Zernike WFS (which does not require a DM-created diversity and will be unaffected by
the second stage pyramid) we can confidentially predict that we will be able to reduce NCPA levels below the
existing level on SPHERE in most conditions. We will continue our analysis to assess the feasibility of the other
WFS techniques, which require the introduction of probes on the PyWFS reference responses.

5. CONCLUSION AND FUTURE WORK

The constant development of several NCPA estimation / correction methods (COFFEE, ZELDA, PWP+DH
method) using SPHERE internal source and ESO’s calibration programs in the decade since SPHERE commis-
sioning has allowed them to increase their readiness to be now included in the SAXO+ toolbox. The goal is to
test these methods of NCPA estimation / correction with SAXO+ to understand their advantages and defects
in the context of PCS.

However, the different nature of the SAXO+ WFS (a pyramid instead of a SH WFS) raise new challenges in
the application of the these methods. Fortunately, SAXO+ PyWFS is a second stage and in Y/J and is therefore
much less sensitive to same OPD offsets than other instruments (single PyWFS and/or in the visible). It appears
that, at the level of NCPA currently measured on SPHERE, the pyramid will be able to mostly compensate for
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Figure 10. Mean contrast vs NCPA level for a bright star in 2 different atmospheric conditions for 2 different
coronagraphs (APLC and perfect coronagraph). Mean contrast is the average between 3 and 10 λ/D of the azimuthal
standard deviation profiles of the image, normalized to the off-axis PSF)

NCPAs in order to increase the contrast levels to the limit allowed by the AO loop. Additional simulations are
necessary to evaluate if a technique based on DM-introduced diversity (COFFEE, PWP+DH) will be achievable,
and with which precision.

More simulations are also necessary to understand in all conditions observed in Paranal, and for all star bright-
nesses, and derive the exact requirements in NCPA correction level so that they do not limit the performance
in contrast. Most of the “after compensation” simulations shown in this paper are limited by the diffraction of
SPHERE APLC. Coronagraph performance (in contrast and throughput) in the presence of complex apertures
and central obscuration (e.g. in the case of APLC44,45). An upgrade of the apodizers will be performed as part
of SPHERE+ and we will perform simulation with new apodizers.

Finally, as described in Section 3, the position of the second loop in the SPHERE instrument is ideal as
it brings back in the common path two major sources of turbulence / evolution of the NCPA identified in the
current instrument: the apodizer wheel electronics heating the air underneath the beam and the NIR ADC.
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SAXO+ will therefore encounter much more stable NCPAs which will increase the performance of NCPA active
correction techniques described in this paper, as well as post-processing methods that will be used on the science
images.

Software - This study used the following python packages: Asterix,17 Astropy,46 COMPASS38 and pyZELDA.47

APPENDIX: PARAMETERS USED IN COMPASS SIMULATIONS

Table 1. COMPASS simulation parameters used for the 4 cases studied
Parameters Bright 1 best Bright 1 worse Faint 1 fast Faint 3 medium

Star parameters

Mag G 5.5 5.5 11.9 14.5
Mag J 5.2 5.2 8.5 10.1

SAXO+ system

Stage 1 DM 41x41 + TT
Stage 1 WFS SH WFS (40x40 subapertures)
Stage1 central wavelength [µm] 0.7
Stage 1 readout noise [e-/pix] 0.1

Stage 2 DM 28x28
Stage 2 WFS py WFS (50x50 subapertures)
PyWFS modulation radius [λ/D] 3
Stage 2 central wavelength [µm] 1.043 1.043 1.043 1.144
Stage 2 readout noise [e-/pix] 0.3

Flux & turbulence

Stage 1 photFlux [photons/m2/s] 1.06E+07 1.06E+07 2.92E+04 2.66E+03
Stage2 photFlux [e-/m2/s] 9.37E+06 9.37E+06 7.11E+05 1.63E+05
Seeing [arcseconds] 0.4 1 0.7 0.7
Coherence Time [ms] 9 2 2 5.5

Controller parameters

Stage 1 frequency [Hz] 1000 1000 300 50
Stage 1 gain 0.2 0.4 0.05 0.05
Stage 1 # controlled mode 1200 1200 400 400

Stage 2 frequency [Hz] 3000 3000 3000 1250
Stage 2 gain 0.2 0.5 0.3 0.3
Stage 2 # controlled modes 400 540 540 540

IRDIS parameters

Exposure time [s] 5
Imaging wavelength [µm] 1.65
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[13] Deo, V., Gendron, É., Rousset, G., Vidal, F., Sevin, A., Ferreira, F., Gratadour, D., and Buey, T., “A
telescope-ready approach for modal compensation of pyramid wavefront sensor optical gain,” Astronomy &
Astrophysics 629, A107 (Sept. 2019).

[14] Esposito, S., Puglisi, A., Pinna, E., Agapito, G., Quirós-Pacheco, F., Véran, J. P., and Herriot, G., “On-
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